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Abstract: Build orientation determination is one of the essential process planning tasks in additive manufacturing since it has crucial effects on the part quality, post-processing, build time and cost, etc. This paper introduces a method based on fuzzy multi-attribute decision making to determine the optimal build orientation from a finite set of alternatives. The determination process includes two major steps. In the first step, attributes that are considered in the determination and heterogeneous relationships of which are firstly identified. A fuzzy decision matrix is then constructed and normalised based on the values of the identified attributes, which are quantified by a set of fuzzy numbers. In the second step, two fuzzy number aggregation operators are developed to aggregate the fuzzy information in the normalised matrix. By comparing the aggregation results, a ranking of all alternative build orientations can then be generated. Two determination examples are used to demonstrate the working process of the proposed method. Qualitative and quantitative comparisons between the proposed method and other methods are carried out to demonstrate its feasibility, effectiveness, and advantages.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ξ_0</td>
<td>a fuzzy number</td>
</tr>
<tr>
<td>μ_i</td>
<td>the degree of membership of a fuzzy number</td>
</tr>
<tr>
<td>μ_i</td>
<td>a fuzzy number whose degree of membership is μ_i</td>
</tr>
<tr>
<td>S</td>
<td>an ordered set of fuzzy numbers</td>
</tr>
<tr>
<td>S_k</td>
<td>the k-th partition of S</td>
</tr>
<tr>
<td></td>
<td>the cardinality of S_k</td>
</tr>
<tr>
<td>δ_k</td>
<td>a collection of δ_1, δ_2, ..., δ_k</td>
</tr>
<tr>
<td>Λ</td>
<td>a collection of δ_1, δ_2, ..., δ_k</td>
</tr>
<tr>
<td>p(i_k)</td>
<td>a permutation of (1, 2, ...,</td>
</tr>
<tr>
<td>P_{</td>
<td>S_k</td>
</tr>
<tr>
<td>Ξ_0 ⊕ Ξ_j</td>
<td>the sum operation of Ξ_0 and Ξ_j</td>
</tr>
<tr>
<td>Ξ_0 ⊗ Ξ_j</td>
<td>the product operation of Ξ_0 and Ξ_j</td>
</tr>
<tr>
<td>a(Ξ_i)</td>
<td>the multiplication operation of Ξ_i</td>
</tr>
<tr>
<td>Ξ_i ^ b</td>
<td>the power operation of Ξ_i</td>
</tr>
<tr>
<td>w_i</td>
<td>the weight of Ξ_i</td>
</tr>
<tr>
<td>TT(Ξ_i)</td>
<td>the TT value of a fuzzy number</td>
</tr>
<tr>
<td>p*(i_k)</td>
<td>the power weight of p(i_k)</td>
</tr>
<tr>
<td>DIST(Ξ_i, Ξ_j)</td>
<td>the distance between Ξ_i and Ξ_j</td>
</tr>
<tr>
<td>SUPP(Ξ_i, Ξ_j)</td>
<td>the support degree for Ξ_i from Ξ_j</td>
</tr>
<tr>
<td>S_i &gt; S_j</td>
<td>S_i is preferred over S_j</td>
</tr>
<tr>
<td>S_0</td>
<td>the fuzzy number &lt;1&gt;</td>
</tr>
<tr>
<td></td>
<td>the fuzzy number &lt;max(μ_1, μ_2, ..., μ_</td>
</tr>
<tr>
<td>T_k</td>
<td>the fuzzy number S_i ⊗ S_1 ⊗ ... ⊗ S_{k-1}</td>
</tr>
<tr>
<td>δ_{</td>
<td>S_k</td>
</tr>
<tr>
<td>δ_k</td>
<td>a collection of δ_1, δ_2, ..., δ_{</td>
</tr>
<tr>
<td>O_i</td>
<td>an option or an orientation</td>
</tr>
<tr>
<td>A_i</td>
<td>an attribute</td>
</tr>
<tr>
<td>A</td>
<td>a set of attributes</td>
</tr>
<tr>
<td>w</td>
<td>a set of weights</td>
</tr>
<tr>
<td>M</td>
<td>a decision matrix</td>
</tr>
<tr>
<td>v_{i,j}</td>
<td>the value of the j-th attribute of the i-th option</td>
</tr>
<tr>
<td>r_{i,j}</td>
<td>the ratio of v_{i,j}</td>
</tr>
<tr>
<td>M_FR</td>
<td>a fuzzy decision matrix</td>
</tr>
<tr>
<td>M_N</td>
<td>a normalised fuzzy decision matrix</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

Additive manufacturing (AM), which is commonly known as three-dimensional (3D) printing, refers to the processes of accumulating materials layer upon layer to 3D objects from 3D model data (ISO/ASTM 52900 2015). AM processes provide better flexibility in 3D model design, generate fewer waste byproducts in part manufacturing, and require less time and cost in product development, over conventional subtractive manufacturing processes. In addition, AM processes enable the fabrication of components with complex geometries, heterogeneous materials, and user-customisable properties (Gibson et al. 2015). Some have anticipated that AM processes would bring revolutionary changes to the industry (Gao et al. 2015). Despite this, ensuring the repeatability of AM processes and the reproducibility of AM products is still considered as one of the biggest challenges to make the processes widely applied in the real world industry (Kim et al. 2017; Qin et al. 2019).

To tackle this challenge, substantial work needs to be carried out at a number of aspects (e.g. design and simulation for AM, process planning for AM, qualification and certification of AM parts, standardisation of AM processes, AM materials, and AM digital thread) (Kim et al. 2015; Kim et al. 2017), in which process planning is one of the most important aspects. Process planning for AM is the use of specific techniques to generate the process plans for building a part, which mainly include build orientation, support structure, 3D model slicing, and tool-path, according to the 3D model data of the part (Kulkarni et al. 2000; Ahsan et al. 2015; Liang 2018). It consists of a set of successive preparation steps before building the part, and determine the build orientation is the first step. Build orientation has direct influence on the subsequent preparation steps, namely support structure generation (Jiang et al. 2018a, 2018b, 2019a, 2019b, 2019c), 3D model slicing (Xu et al. 2018), and tool-path planning (Xiao and Joshi 2018).

In the process of AM, the build orientation is the accumulating orientation of materials when building the part. The quality of a build orientation has important influence on the part quality, post-processing, build time and cost, etc. (Taufik and Jain 2013). Build orientation determination refers to the use of specific techniques to identify a proper orientation to build an AM part from an infinite number of theoretical orientations. It consists of two major tasks. One is to generate a certain number of alternative build orientations (ABOs) from the infinite set. The other is to determine the optimal build orientation (OBO) from the generated ABOs (Kulkarni et al. 2000). At present, build orientations are manually specified by AM machine operators according to their expertise. Under the same circumstances, different operators may be in favour of different build orientations, which may greatly increase the uncertainty of process planning and directly affect the build cost, build time, accuracy, and quality of the parts (Zhang et al. 2018).

To provide an effective tool for automatic determination of build orientations, a method based on fuzzy multi-attribute decision making is proposed in this paper. The method focuses on the second task in build orientation determination and assumes that the ABOs are known. It is carried out in two steps. In the first step, attributes that are considered in the determination and their relationships are identified. Values of the identified attributes will be obtained from vendor documents, benchmark data, experiments, or expert evaluation. The values are then fuzzified using a ratio model as a membership function. As such each attribute value is quantified by a fuzzy number (FN), which enables the use of aggregation operators upon the fuzzified values. In the second step, a fuzzy weighted power partitioned Muirhead mean (FWPPMM) operator and a fuzzy weighted power prioritised average (FWPPA) operator, are developed to aggregate all FNs of each ABO. The overall attribute value of each ABO can then be finally quantified by a single FN. By comparing these FNs
(from high to low), a ranking of all ABOs can then be generated, and the one which is ranked first is then proposed as the OBO.

The remainder of the paper is organised as follows. An overview of related work is provided in Section 2. Section 3 explains the details of the proposed OBO determination method. Two examples and qualitative and quantitative comparisons are presented to illustrate and demonstrate the method in Section 4. Section 5 ends the paper with a conclusion.

2. Related Work

An ideal method for OBO determination is preferably a standardised method for practical applications. The latest AM process standards (ISO 17296-2 2015; ISO 17296-3 2014) provide a classification of AM processes, an introduction to the principle of each AM process, and a description to the performance test methods of AM processes, but have not yet enclosed a practical method for OBO determination.

To provide an effective tool for OBO determination, a number of methods have been presented during the past two decades. These methods can be classified into the following two categories on the basis of their used techniques:

- **Multi-objective optimisation (MOO) methods.** The fundamental principle of this category of methods is to use specific MOO techniques to find out a build orientation that enables one or more specific objectives (i.e. attributes of build orientations), such as design requirements, build cost, build time, part accuracy, mechanical properties, and thermodynamic properties, to be optimal from an infinite number of theoretical orientations or a certain number of alternative orientations. The methods based on this principle mainly include the methods proposed by Cheng et al. (1995), Lan et al. (1997), Alexander et al. (1998), McClurkin and Rosen (1998), Hur and Lee (1998), Xu et al. (1999), Hur et al. (2001), Masood et al. (2003), Thrimurthulu et al. (2004), Pandey et al. (2004), Kim and Lee (2005), Ahn et al. (2007), Canellidis et al. (2009), Padhye and Deb (2011), Strano et al. (2011), Zhang and Li (2013), Paul and Anand (2015), Ezair et al. (2015), Delfs et al. (2016), Luo and Wang (2016), Zhang et al. (2017), Brika et al. (2017), Chowdhury et al. (2018), Mi et al. (2018), Jaiswal et al. (2018), Al-Ahmari et al. (2018), Huang et al. (2018), Raju et al. (2018), and Golmohammadi and Khodaygan (2019).

A brief summarisation of these methods is provided in Table 1. As can be seen from the table, different MOO techniques and optimised objectives were used. Among the used MOO techniques, genetic algorithm is the most frequently used technique, in which Brika et al. (2017) and Chowdhury et al. (2018) have considered significantly more numbers of optimised objectives than the others. This means that the two methods can achieve better optimisation results than other methods under the same conditions. However, considering more number of objectives is likely to generate large number of Pareto-optimal solutions (most of them are not the real optimal solutions) (Ancău and Caizar 2010), and will greatly extend the convergence time of the optimisation algorithm. These can hardly be accepted for the actual OBO determination (Zhang et al. 2018).
Table 1. A brief summarisation of some typical MOO methods. Notes: PSO is short for particle swarm optimisation; BFO is short for bacterial foraging optimisation; Golmohammadi (2019) is short for Golmohammadi and Khodaygan (2019).

<table>
<thead>
<tr>
<th>MOO method</th>
<th>Used MOO techniques</th>
<th>Optimised objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al. (1995)</td>
<td>Weighted sum function</td>
<td>Part accuracy; Build time</td>
</tr>
<tr>
<td>Lan et al. (1997)</td>
<td>Self-developed algorithm</td>
<td>Surface quality; Build time; Complexity of support structure</td>
</tr>
<tr>
<td>Alexander et al. (1998)</td>
<td>Self-developed algorithm</td>
<td>Cost; Support volume; Contact area with support; Surface accuracy</td>
</tr>
<tr>
<td>McClurkin and Rosen (1998)</td>
<td>Self-developed algorithm</td>
<td>Build time; Accuracy; Surface finish</td>
</tr>
<tr>
<td>Hur and Lee (1998)</td>
<td>Genetic algorithm</td>
<td>Part accuracy; Build time; Support structure volume</td>
</tr>
<tr>
<td>Xu et al. (1999)</td>
<td>Self-developed algorithm</td>
<td>Build cost; Build time; Building inaccuracy; Surface finish</td>
</tr>
<tr>
<td>Hur et al. (2001)</td>
<td>Genetic algorithm</td>
<td>Build time; Surface quality</td>
</tr>
<tr>
<td>Masood et al. (2003)</td>
<td>Generic mathematical algorithm</td>
<td>Volumetric error</td>
</tr>
<tr>
<td>Thrimurthulu et al. (2004)</td>
<td>Genetic algorithm</td>
<td>Surface finish; Build time</td>
</tr>
<tr>
<td>Pandey et al. (2004)</td>
<td>Genetic algorithm</td>
<td>Surface roughness; Build time</td>
</tr>
<tr>
<td>Kim and Lee (2005)</td>
<td>Genetic algorithm</td>
<td>Post-processing time and cost</td>
</tr>
<tr>
<td>Ahn et al. (2007)</td>
<td>Genetic algorithm</td>
<td>Post-machining time</td>
</tr>
<tr>
<td>Canellidis et al. (2009)</td>
<td>Genetic algorithm</td>
<td>Build time; Surface roughness; Post-processing time</td>
</tr>
<tr>
<td>Padhye and Deb (2011)</td>
<td>Genetic algorithm and particle swarm algorithm</td>
<td>Surface roughness; Build time</td>
</tr>
<tr>
<td>Strano et al. (2011)</td>
<td>Genetic algorithm</td>
<td>Surface roughness; Energy consumption</td>
</tr>
<tr>
<td>Zhang and Li (2013)</td>
<td>Genetic algorithm</td>
<td>Volumetric error</td>
</tr>
<tr>
<td>Paul and Anand (2015)</td>
<td>Genetic algorithm</td>
<td>Cylindricity and flatness errors; Support structure volume</td>
</tr>
<tr>
<td>Ezair et al. (2015)</td>
<td>Self-developed algorithm</td>
<td>Support structure volume</td>
</tr>
<tr>
<td>Delfs et al. (2016)</td>
<td>Self-developed algorithm</td>
<td>Surface quality; Build time</td>
</tr>
<tr>
<td>Luo and Wang (2016)</td>
<td>Principal component analysis</td>
<td>Volumetric error</td>
</tr>
<tr>
<td>Zhang et al. (2017)</td>
<td>Genetic algorithm</td>
<td>Build time; Build cost; Production quality</td>
</tr>
<tr>
<td>Brika et al. (2017)</td>
<td>Genetic algorithm</td>
<td>Surface roughness; Build time; Build cost; Yield strength; Tensile strength; Elongation; Vickers hardness; Amount of support structure</td>
</tr>
<tr>
<td>Chowdhury et al. (2018)</td>
<td>Genetic algorithm</td>
<td>Support structure volume; Support structure accessibility; Surface area contacting support; Number of build layers; Number of small openings; Number of sharp corners; Mean cusp height</td>
</tr>
<tr>
<td>Mi et al. (2018)</td>
<td>Point clustering algorithm</td>
<td>Number of material changes</td>
</tr>
<tr>
<td>Jaiswal et al. (2018)</td>
<td>Surrogate model</td>
<td>Material error; Geometric error</td>
</tr>
<tr>
<td>Al-Ahmari et al. (2018)</td>
<td>Weighted sum function</td>
<td>Geometric dimensioning and tolerancing value; Production time</td>
</tr>
<tr>
<td>Huang et al. (2018)</td>
<td>Genetic algorithm</td>
<td>Adaptive feature roughness; Build time</td>
</tr>
<tr>
<td>Raju et al. (2018)</td>
<td>Hybrid PSO-BFO algorithm</td>
<td>Hardness; Flexural modulus; Tensile strength; Surface roughness</td>
</tr>
<tr>
<td>Golmohammadi (2019)</td>
<td>Taguchi method</td>
<td>Amount of support material; Mean roughness of the product</td>
</tr>
</tbody>
</table>

(2) MADM methods. The basic principle of this category of methods is to use specific MADM techniques to estimate the overall score of each ABO in the case of comprehensively considering multiple attributes, and to sort all ABOs according to their overall scores (from high to low), and to select the ABO ranked first as the OBO. Representative methods based on this principle are the methods proposed by Pham et al. (1999), West et al. (2001), Byun and Lee (2006), Chen et al. (2008), Zhang et al. (2016), Ransikarbum and Kim (2017), Qie et al. (2018), and Zhang et al. (2018). A brief summarisation of these methods is listed in Table 2. It can be seen from the table that different MADM techniques were adopted, and various sets of considered attributes were used. Like the MOO methods, the MADM methods also determine the OBO.
according to specific attributes of build orientations. The two categories of methods involve roughly the same types of attributes, but they are essentially different. The core of the MOO methods is optimisation. That is, the OBO is obtained via optimising the values of attributes. The core of the MADM methods is aggregation. That is, the OBO is determined through aggregating the values of attributes. Aggregation has the following two advantages over optimisation (Zhang et al. 2016): (1) The number of the optimal solutions obtained by aggregation is generally one or several (If several solutions have the same highest score, then any one of them can be selected as the optimal solution) when the number of attributes increases; (2) The time required for aggregation generally increases in a polynomial relationship with the number of attributes and ABOs. According to the two advantages, it is not difficult to know that a MADM method is better suited than a MOO method in the real situation. However, the existing MADM methods still have two main issues: (1) The methods have not dealt with the complex relationships among the attributes of ABOs comprehensively. The different attributes used for OBO determination are usually not independent of each other, but are contradictory, interrelated, or prioritised. It can be seen from Table 2 that most of the methods (except the method presented by Zhang et al. (2016)) assume that the attributes are independent of each other when aggregating their values (Zhang et al. 2016; Zhang et al. 2018). (2) Negative influence from the deviation of attribute values has never been reduced. The values of the attributes are generally obtained via experiments, simulation, or expert evaluation. It is usually impossible to ensure the absolute objectivity of these ways, which means that there will often be deviation in one or several attribute values. To obtain reasonable OBO under such circumstance, it is of necessity to reduce the effect of deviation on the aggregation result. But none of the methods in Table 2 can achieve this.

Aiming at the two issues in the existing MADM methods for OBO determination, FS (Dubois and Prade 1980), the MM operator (Muirhead 1902), the PA operator (Yager 2008), the power average operator (Yager 2001), and the partitioned average operator (Dutta and Guha 2015) are introduced in this paper to construct a FWPPMM operator and a FWPPA operator to aggregate the values of the attributes of ABOs. An OBO determination method based on fuzzy MADM and the constructed operators is proposed. FS is a mathematical tool that can normalise the values of attributes into the numbers in [0, 1] to make them easy to handle. The MM operator is an aggregation operator that is applicable whenever all attributes are independent of each other, or there are correlative relationships between any two attributes, or any three or more attributes. The PA operator can capture priority relationships among attributes. The power average operator is an aggregation operator that can reduce the negative effect of the deviation of one or several argument values on the aggregation result. The partitioned average operator can handle the heterogeneous relationships among the aggregated arguments. Because of the combination of the MM, PA, power average, and partitioned average operators in the constructed operators, the proposed method can deal with the heterogeneous correlative relationship (HCR) and heterogeneous priority relationship (HPR) among the attributes of ABOs, while can also reduce the negative influence of the deviation of attribute values. Here HCR (or HPR) means that the attributes are partitioned into different partitions and the attributes in the same partitions are correlative with each other (have the same priority) whereas the attributes in different partitions are independent of each other (have different priority).

<table>
<thead>
<tr>
<th>MADM method</th>
<th>Used MADM technique</th>
<th>Considered attributes</th>
<th>Importance of attributes</th>
<th>Relationships of attributes</th>
<th>Reducing of deviation effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pham et al. (1999)</td>
<td>Weighted sum score function</td>
<td>Cost; Time; Problematic features; Optimally orientated features; Overhanging area; Support volume</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>West et al. (2001)</td>
<td>Deviation function</td>
<td>Surface finish; Accuracy; Build time</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>Byun and Lee (2006)</td>
<td>Simple weighted average operator</td>
<td>Surface roughness; Build time; Build cost</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>Chen et al. (2008)</td>
<td>Fuzzy synthetic evaluation method</td>
<td>Base plane size; Skewness of centre of gravity; Height of centre of gravity; Inaccessible volume; Support-needed area; Number of stock layers; Removed material volume</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>Zhang et al. (2016)</td>
<td>Deviation-similarity model in Zhang and Bernard (2014)</td>
<td>Surface quality; Part accuracy; Support structure volume; Mechanical properties; Build time; Build cost; Post-processing; Favourableness of AM feature</td>
<td>Weights</td>
<td>Correlative</td>
<td>No</td>
</tr>
<tr>
<td>Ransikarbum (2017)</td>
<td>Analytic hierarchy process</td>
<td>Build time; Build cost; Surface quality; Part accuracy; Mechanical properties; Support volume</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>Qie et al. (2018)</td>
<td>Ordered weighted averaging operator</td>
<td>Surface roughness; Support volume; Build time</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
<tr>
<td>Zhang et al. (2018)</td>
<td>Statistical evaluation method</td>
<td>Surface quality; Support structure</td>
<td>Weights</td>
<td>Independent</td>
<td>No</td>
</tr>
</tbody>
</table>

3. OBO Determination Method

In this section, the details of an OBO determination method based on fuzzy MADM and the FWPPMM and FWPPA operators are explained. The schematic representation of this method is shown in Figure 1. As can be seen from the figure, the method mainly includes two parts: quantification of the attributes of ABOs and generation of the OBO. In the first part, the attributes considered in OBO determination and their relationships are identified and the values of the identified attributes are attained. Based on this, a ratio model is used to fuzzify the attained values and a fuzzy decision matrix is established and then normalised. In the second part, weights and operations of FNs are combined with the MM, PA, power average, and partitioned average operators to construct a FWPPMM operator and a FWPPA operator. The FWPPMM operator is used to aggregate the fuzzy information in the normalised matrix if the identified relationships belong to HCR, while the FWPPA operator is used if the identified relationships belong to HPR. Finally, a ranking of ABOs is obtained via comparing the aggregation results and the then OBO can be determined according to the ranking.
Based on the description above, the present section is divided into three subsections, which explain the details of the FWPPMM and FWPPA operators, quantification of the attributes of ABOs, and generation of the OBO, respectively.

### 3.1. FWPPMM and FWPPA Operators

#### 3.1.1. Preliminaries

1. **Definition of FS:** In mathematics, a FS is a set whose elements have membership degrees, which indicate the degrees to which the elements belong to the set (Zadeh 1965). It can be formally defined as follow:

   **Definition 1.** A FS $S$ in a finite universe of discourse $X$ is: $S = \{<x, \mu_S(x)> | x \in X\}$, where $\mu_S : X \rightarrow [0, 1]$ denotes the membership degree of $x \in X$ to $S$, with the condition that $0 \leq \mu_S(x) \leq 1$.

2. **Definition of FN:** Generally, the values of the membership function $\mu_S(x)$ are called as FNs. The definition of a FN can be naturally obtained as follow:

   **Definition 2.** A FN $\Xi$ on a FS $S = \{<x, \mu_S(x)> | x \in X\}$ is: $\Xi = <\mu_S(x)>$. For the sake of simplicity, the FN is usually denoted as $\Xi = <\mu>$.

3. **Comparison rules of FNs:** Any two FNs can be compared via comparing their membership degrees. For example, suppose $\Xi_1 = <\mu_1>$ and $\Xi_2 = <\mu_2>$ are two arbitrary FNs, then $\Xi_1 < \Xi_2$ if and only if $\mu_1 < \mu_2$; $\Xi_1 > \Xi_2$ if and only if $\mu_1 > \mu_2$; and $\Xi_1 = \Xi_2$ if and only if $\mu_1 = \mu_2$.

4. **Operational rules of FNs:** Generally, the operations between FNs and between real numbers and FNs are based on specific family of T-norm and T-conorm. The following four operational rules, which are based on the Algebraic T-norm and T-conorm, respectively define the sum and product operations between FNs and the multiplication and power operations between real numbers and FNs (Dubois and Prade 1980):

   $$\Xi_1 \oplus \Xi_2 = <\mu_1 + \mu_2 - \mu_1\mu_2> \quad (1)$$

   $$\Xi_1 \odot \Xi_2 = <\mu_1\mu_2> \quad (2)$$
\[ a \Xi = \langle 1 - (1 - \mu)^a \rangle \]  
\[ \Xi^b = \langle \mu^b \rangle \]  
where \[ \Xi = \langle \mu \rangle, \Xi_1 = \langle \mu_1 \rangle, \text{ and } \Xi_2 = \langle \mu_2 \rangle \] are three arbitrary FNIs, and \( a \) and \( b \) are two arbitrary real numbers and \( a, b > 0 \).

(5) Distance between FNIs: The distance between two FNIs can be measured by the absolute value of the difference of their membership degrees (Dubois and Prade 1980). For example, suppose \( \Xi_1 = \langle \mu_1 \rangle \) and \( \Xi_2 = \langle \mu_2 \rangle \) are two arbitrary FNIs, then the distance between these two FNIs is:

\[
DIST(\Xi_1, \Xi_2) = |\mu_1 - \mu_2| 
\]

(6) MM operator: The MM operator was firstly introduced to aggregate crisp numbers by Muirhead (1902). It is an all-in-one aggregation operator for capturing the relationships among multiple aggregated arguments, since it is applicable in the cases where all arguments are independent of each other, there are interrelationships between any two arguments, and there are interrelationships among any three or more arguments. The formal definition of the MM operator is as follow:

**Definition 3.** Let \( (\Omega_1, \Omega_2, \ldots, \Omega_n) \) be a collection of crisp numbers, \( \Delta = (\delta_1, \delta_2, \ldots, \delta_k) \) (where \( \delta_1, \delta_2, \ldots, \delta_k \geq 0 \) but not at the same time \( \delta_1 = \delta_2 = \ldots = \delta_k = 0 \)) be a collection of \( n \) real numbers, \( p(i) \) be a permutation of \( (1, 2, \ldots, n) \), and \( P_n \) be the set of all permutations of \( (1, 2, \ldots, n) \). Then the aggregation function

\[
MM^\delta(\Omega_1, \Omega_2, \ldots, \Omega_n) = \left( \frac{1}{n!} \sum_{p=1}^n \prod_{i=1}^k \Omega_{p(i)}^{\delta_i} \right)^{\frac{1}{n}} 
\]

is called the MM operator. In this operator, the values of \( \delta_i \) (\( i = 1, 2, \ldots, n \)) are used to specify the relationships among aggregated arguments: (1) If \( \delta_1 > 0 \) and \( \delta_2 = \delta_3 = \ldots = \delta_n = 0 \), then the arguments are independent of each other; (2) If \( \delta_1, \delta_2 > 0 \) and \( \delta_3 = \delta_4 = \ldots = \delta_n = 0 \), then the correlative relationships between two arguments are considered; (3) If \( \delta_1, \delta_2, \ldots, \delta_k > 0 \) (\( k = 3, 4, \ldots, n \)) and \( \delta_{k+1} = \delta_{k+2} = \ldots = \delta_n = 0 \), then the correlative relationships among \( k \) arguments are considered.

(7) PA (prioritised average) operator: The PA operator, introduced by Yager (2008), has the capability of dealing with the HPR among the aggregated arguments. Its formal definition is as follow:

**Definition 4.** Let \( (\Omega_1, \Omega_2, \ldots, \Omega_n) \) be a collection of crisp numbers, \( S = \{\Omega_1, \Omega_2, \ldots, \Omega_n\} \) be a set, \( S_k = \{\Omega_1, \Omega_2, \ldots, \Omega_{N+1}\} \) \((k = 1, 2, \ldots, N)\) be \( N \) partitions of \( S \) (i.e. \( S_1 \cup S_2 \cup \ldots \cup S_N = S \) and \( S_1 \cap S_2 \cap \ldots \cap S_N = \emptyset \)), \( S_1 > S_2 > \ldots > S_N \) be the priority relationship among \( S_1, S_2, \ldots, S_N \), \( S_0 = 1 \) and \( S_1 = \max(\Omega_1, \Omega_2, \ldots, \Omega_{N+1}) \) \((k = 1, 2, \ldots, N)\), and \( T_k = S_0 S_1 \ldots S_{k-1} \). Then the aggregation function

\[
PA(\Omega_1, \Omega_2, \ldots, \Omega_n) = \sum_{k=1}^N \left( T_k \left( \sum_{i=1}^n \Omega_i \right) \right) 
\]

is called the PA operator.

(8) Power average operator: The power average operator, introduced by Yager (2001), can assign weights to the aggregated arguments via computing the support degrees between these arguments. This makes it possible to reduce the negative influence of the unduly high or unduly low argument values on the aggregation results. The formal definition of the power average operator is as follow:

**Definition 5.** Let \( (\Omega_1, \Omega_2, \ldots, \Omega_n) \) be a collection of crisp numbers, \( SUPP(\Omega_i, \Omega_j) = 1 - DIST(\Omega_i, \Omega_j) \) \((i, j = 1, 2, \ldots, n)\)
and \( j \neq i \); \( D(\Omega_i, \Omega_j) \) is the distance between \( \Omega_i \) and \( \Omega_j \) be the support degree for \( \Omega_i \) from \( \Omega_j \), and

\[
TT(\Omega_i) = \sum_{j=1, j \neq i}^{n} SUPP(\Omega_i, \Omega_j)
\]

(8)

Then the aggregation function

\[
PWA(\Omega_1, \Omega_2, \ldots, \Omega_n) = \frac{\sum_{i=1}^{n} ((1 + TT(\Omega_i)) \Omega_i)}{\sum_{i=1}^{n} (1 + TT(\Omega_i))}
\]

(9)

is called the power average operator.

(9) Partitioned average operator: The partitioned average operator (Dutta and Guha 2015) can aggregate the arguments in different partitions using the same aggregation operator and aggregate the aggregation results of different partitions using the ordinary arithmetic mean operator. By this way, the HCR among arguments can be considered. The formal definition of the partitioned average operator is as follow:

**Definition 6.** Let \( (\Omega_1, \Omega_2, \ldots, \Omega_n) \) be a collection of crisp numbers, \( S = \{\Omega_1, \Omega_2, \ldots, \Omega_n\} \) be a set of \( \Omega_1, \Omega_2, \ldots, \Omega_n, S_k = \{\Omega_1, \Omega_2, \ldots, \Omega_m\} \) \((k = 1, 2, \ldots, N)\) be \( N \) partitions of \( S \) (i.e. \( S_1 \cup S_2 \cup \ldots \cup S_N = S \) and \( S_1 \cap S_2 \cap \ldots \cap S_N = \emptyset \)), and \( \Omega \) be a specific aggregation operator. Then the aggregation function

\[
PVA(\Omega_1, \Omega_2, \ldots, \Omega_n) = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\Omega_i}{\Omega} \right)
\]

(10)

is called the partitioned average operator.

### 3.1.2. FWPPMM Operator

To handle the HCR among the attributes of ABOs and meanwhile reduce the negative effect of the deviation of attribute values on the OBO determination result, weights and the MM, power average, and partitioned average operators of FNs are combined to construct a FWPPMM operator. Based on the definitions of these operators (see Definitions 3, 5, and 6), the FWPPMM operator can be defined as follow:

**Definition 7.** Let \( (\Xi_1, \Xi_2, \ldots, \Xi_n) = \langle \mu_i, i = 1, 2, \ldots, n \rangle \) be a collection of \( n \) FNs, \( S = \{\Xi_1, \Xi_2, \ldots, \Xi_n\} \) be an ordered set, \( S_k = \{\Xi_1, \Xi_2, \ldots, \Xi_m\} \) \((k = 1, 2, \ldots, N)\) be \( N \) partitions of \( S \) (i.e. \( S_1 \cup S_2 \cup \ldots \cup S_N = S \) and \( S_1 \cap S_2 \cap \ldots \cap S_N = \emptyset \)), \( \delta_1, \delta_2, \ldots, \delta_N \) \((k = 1, 2, \ldots, N)\) be \( N \) real numbers such that 0 ≤ \( \delta_i = \delta_2 = \ldots = \delta_N = 0 \) be \( |S_k| \) real numbers that respectively correspond to \( \Xi_1, \Xi_2, \ldots, \Xi_m \); \( \delta_1, \delta_2, \ldots, \delta_m \) be a collection of \( \delta_1, \delta_2, \ldots, \delta_m \) \( k = 1, 2, \ldots, N \) and \( \delta_1, \delta_2, \ldots, \delta_m \) \( k = 1, 2, \ldots, N \) be a collection of \( \delta_1, \delta_2, \ldots, \delta_m, p(i) \) be a permutation of \( 1, 2, \ldots, |S_k| \), \( P_{S_k} \) be a set of all permutations of \( \{1, 2, \ldots, |S_k|\}, \Xi_1, \xi, \ldots, \Xi_n \) be the multiplication operation of \( \Xi \), and the power operation of \( \Xi \), and \( w_1, w_2, \ldots, w_n \) be respectively the weights of \( \Xi_1, \Xi_2, \ldots, \Xi_n \) such that \( 0 \leq w_1, w_2, \ldots, w_n \leq 1 \) and \( w_1 + w_2 + \ldots + w_n = 1 \). Then the aggregation function

\[
FWPPMM^A(\Xi_1, \Xi_2, \ldots, \Xi_n) = \frac{1}{N} \left[ \sum_{k=1}^{N} \left( \frac{w_1}{S_k} \prod_{i=1}^{S_k} \left( \frac{m w_{p(i)}(1 + TT(\Xi_{p(i)}))}{w_{j} \sum_{i=1}^{N} w_{j} (1 + TT(\Xi_{j}))} \right) \right) \right]
\]

(11)

is called the FWPPMM operator. In this operator, the values of \( \delta_k \) \((i_k = 1, 2, \ldots, |S_k|)\) are used to specify the relationships...
among the aggregated FNs in each of the $N$ partitions $S$: (1) If $\delta_1 > 0$ and $\delta_2 = \delta_3 = \ldots = \delta_{S_{ij}} = 0$, then the FNs in the $k$-th partition $S_i$ are independent of each other; (2) If $\delta_1, \delta_2 > 0$ and $\delta_3 = \delta_4 = \ldots = \delta_{S_{ij}} = 0$, then the correlative relationships between two FNs in $S_i$ are considered; (3) If $\delta_1, \delta_1, \ldots, \delta_i > 0$ ($t = 3, 4, \ldots, n$) and $\delta_{i+1} = \delta_{i+2} = \ldots = \delta_{S_{ij}} = 0$, then the correlative relationships among $t$ FNs in $S_i$ are considered.

Equation (11) is a generalised form of the FWPPMM operator. If specific rules are assigned to the sum, product, multiplication, and power operations in it, then specific FWPPMM operators can be constructed. For instance, if the operational rules based on the Algebraic T-norm and T-conorm in Equations (1)–(4) are assigned, then a specific FWPPMM operator is constructed as follow:

$$
FWPPMM^A(\Xi_1, \Xi_2, \ldots, \Xi_n) = 1 - \left( \prod_{i=1}^{n} \left( \prod_{j \in [1, n]} \left( 1 - \left( \sum_{k \in [1, N]} \left( 1 - \left( 1 - \mu_{p(i)} \right)^{\delta_{S_{ij}}} \right)^{\frac{1}{\delta_{S_{ij}}}} \right) \right) \right) \right)^{\frac{1}{\delta_{S_{ij}}}}
$$

(12)

where

$$
\xi_{p(i)} = \frac{w_{p(i)} \left( 1 + TT(\Xi_{p(i)}) \right)}{\sum_{j=1}^{n} \left( w_j \left( 1 + TT(\Xi_j) \right) \right)}
$$

(13)

$$
TT(\Xi_{p(i)}) = \sum_{q=1}^{n} \sum_{q \neq p(i)} SUPP(\Xi_{p(i)}, \Xi_q)
$$

(14)

$$
TT(\Xi_j) = \sum_{i=1}^{n} \sum_{j \neq i} SUPP(\Xi_j, \Xi_i)
$$

(15)

$$
SUPP(\Xi_{p(i)}, \Xi_q) = 1 - DIST(\Xi_{p(i)}, \Xi_q)
$$

(16)

$$
SUPP(\Xi_j, \Xi_i) = 1 - DIST(\Xi_j, \Xi_i)
$$

(17)

It is easy to prove that the aggregation result of Equation (12) (i.e. $FWPPMM^A(\Xi_1, \Xi_2, \ldots, \Xi_n)$) is still a FN. Thus if the aggregation results of different ABOs are computed, the comparison rules of FNs can be applied to generate a ranking of the ABOs. The determination of the OBO is naturally carried out on the basis of the ranking.

3.1.3. FWPP Operator

To deal with the HPR among the attributes of ABOs and meanwhile reduce the negative influence of the deviation of attribute values on the OBO determination result, weights and the PA and power average operators of FNs are combined to construct a FWPP operator. Based on the definitions of these operators (see Definitions 4 and 5), the FWPPA operator can be defined as follow:

**Definition 8.** Let $(\Xi_1, \Xi_2, \ldots, \Xi_n)$ $(\Xi_i = \langle \mu_i, i = 1, 2, \ldots, n \rangle)$ be a collection of $n$ FNs, $S = \{\Xi_1, \Xi_2, \ldots, \Xi_n\}$ be a set, $S_i = \{\Xi_1, \Xi_2, \ldots, \Xi_{S_{ij}}\}$ ($k = 1, 2, \ldots, N$) be $N$ partitions of $S$ (i.e. $S_1 \cup S_2 \cup \ldots \cup S_N = S$ and $S_i \cap S_j \cap \ldots \cap S_N = \emptyset$), $S_1 > S_2 > \ldots > S_N$ be the priority relationship among $S_1, S_2, \ldots, S_N$, $S_0 = \langle 1 \rangle$ and $S_k = \langle \max(\mu_1, \mu_2, \ldots, \mu_{S_{ij}}), \mu_{S_{ij}} \rangle$ ($k = 1, 2, \ldots, N$), $T_k = S_0 \circ \ldots \circ S_{k-1}$, and $w_1, w_2, \ldots, w_n$ be respectively the weights of $\Xi_1, \Xi_2, \ldots, \Xi_n$ such that $0 \leq w_1, w_2, \ldots, w_n \leq 1$.
w_2 + \ldots + w_n = 1. Then the aggregation function

\[
FWPPA(\Xi_1, \Xi_2, \ldots, \Xi_n) = \bigoplus_{k=1}^{N} \left( \bigoplus_{i=1}^{K} \left( \frac{w_i}{n} \left( \prod_{j=1}^{n} \left( 1 + TT(\Xi_j) \right) \right) \right) \right)
\]

(18)

is called the FWPPA operator.

Equation (18) is a generalised form of the FWPPA operator. If specific rules are assigned to the sum, product, and multiplication operations in it, then specific FWPPA operators can be constructed. For example, if the operational rules based on the Algebraic T-norm and T-conorm in Equations (1)–(4) are assigned, then a specific FWPPA operator is constructed as follow:

\[
FWPPA(\Xi_1, \Xi_2, \ldots, \Xi_n) = 1 - \prod_{i=1}^{K} \left( 1 - \left( \prod_{j=1}^{n} \max(\mu_j, \mu_{j1}, \ldots, \mu_{jk_i}) \right) \left( 1 - \prod_{q=1}^{q_i} \left( 1 - \mu_{q_i} \right)^{w_{q_i}} \right) \right)
\]

(19)

where \(\max(\mu_1, \mu_2, \ldots, \mu_{q_i}) = 1\) and

\[
\xi_i = \frac{w_i \left( 1 + TT(\Xi_i) \right)}{\sum_{j=1}^{n} \left( w_j \left( 1 + TT(\Xi_j) \right) \right)}
\]

(20)

\[
TT(\Xi_i) = \sum_{q=1}^{q_i} SUPP(\Xi_i, \Xi_q)
\]

(21)

\[
SUPP(\Xi_i, \Xi_q) = 1 - DIST(\Xi_i, \Xi_q)
\]

(22)

and \(TT(\Xi_i)\) is calculated using Equations (15) and (17).

It is easy to prove that the aggregation result of Equation (19) (i.e. \(FWPPA(\Xi_1, \Xi_2, \ldots, \Xi_n)\)) is still a FN. Therefore, if the aggregation results of different ABOs are computed, the comparison rules of FNs can be used to generate a ranking of the ABOs. The determination of the OBO is naturally carried out based on the ranking.

3.2. Quantification of Attributes of ABOs

Quantification of the attributes of ABOs aims to quantify the values of the attributes of ABOs in FNs. It takes a certain number of ABOs as input and output a normalised fuzzy decision matrix that quantifies the attributes of these ABOs. The quantification of the attributes of ABOs mainly consists of three tasks. The first one is identification of the attributes of ABOs and their relationships. Acquisition of the values of the identified attributes is the second task. The third task is transformation of the acquired values.

For the identification of the attributes of ABOs, there are already a number of research results available for reference. In the existing OBO determination methods in Tables 1 and 2, a variety of attributes of ABOs that are affected by build orientations has been identified, which mainly include cost, time, surface quality, accuracy, mechanical properties, support structure, and geometric features. Further, ISO 17296-3 (2014) has identified surface quality, dimensional and geometrical tolerance, mechanical properties, and build material requirements as the attributes that are affected by AM process. Based on these research results, the attributes affected by build orientation mainly include the followings (Taufik and Jain 2013;
Zhang et al. (2016):

(1) Surface roughness. Build orientation has an important effect on surface roughness because of the layer upon layer building manner of AM processes. For example, planes or surfaces that are parallel or perpendicular to build orientation would have smaller roughness than those that have an angle with build orientation. Declining faces would be more seriously affected by stair-step effect (Zhang et al. 2016). When determining the build orientation, surface roughness should always be considered as a key factor. Most of the methods listed in Table 1 and Table 2 have taken into account this factor.

(2) Part accuracy. Part accuracy mainly contains dimensional error, geometric error, and volumetric error. Build orientation affects shrinkage, curling, and distortion, which are the major factors influencing part accuracy (Zhang et al. 2016). Thus, part accuracy is another important attribute for build orientation determination. Many existing orientation methods, which mainly include the methods of Cheng et al. (1995), McClurkin and Rosen (1998), Hur and Lee (1998), West et al. (2001), Masood et al. (2003), Zhang and Li (2013), Paul and Anand (2015), Luo and Wang (2016), Zhang et al. (2016), Ransikarbum (2017), Jaiswal et al. (2018), and Al-Ahmari et al. (2018), have studied the relationship between this attribute and build orientation.

(3) Volume of support structure. In general, support structure is needed when there are overhanging areas or declining faces. It is quite intuitive that different build orientations require different amount of supports. An ideal orientation should require as little support as possible, since support would affect build time, build cost, post-processing, and surface roughness (Jiang et al. 2018a, 2018b, 2019a, 2019b, 2019c). In the orientation methods of Alexander et al. (1998), Hur and Lee (1998), Pham et al. (1999), Chen et al. (2008), Paul and Anand (2015), Ezair et al. (2015), Zhang et al. (2016), Brika et al. (2017), Ransikarbum (2017), Chowdhury et al. (2018), Qie et al. (2018), Zhang et al. (2018), and Golmohammadi (2019), volume of support structure is considered as a key attribute.

(4) Mechanical strength. The mechanical strength of a part manufactured by AM process is generally anisotropic. The tensile strength and yield strength in horizontal orientation are often greater than they in vertical orientation (Zhang et al. 2016). The KARMA knowledge base (http://karma.aimme.es) constructed based on a large number of practical experiments suggests that build orientation has direct impact on mechanical strength. The orientation methods presented by Zhang et al. (2016), Brika et al. (2017), Ransikarbum (2017), and Raju et al. (2018) have identified mechanical strength as an important attribute when dealing with the orientation problem.

(5) Build time. Build time mainly consists of layer scanning time, layer preparation time, and recoating time. It is not difficult to imagine that build orientation directly affects build time due to the layer by layer nature of AM technologies. Most of the orientation methods listed in Table 1 and Table 2 have considered build time.

(6) Build cost. Build cost calculates all resources required in building a part, such as materials, machine, energy, and labour. It is also influenced by build orientation because different orientations would cause different support volume, material consumption, build time, and post-processing. Build cost has also been regarded as an important factor in most of the orientation methods listed in Table 1 and Table 2.

(7) Post-processing. Post-processing is an important AM process activity. One of its purposes is to improve the surface quality and mechanical properties of the manufactured part. Build orientation has direct or indirect effect on this activity since it directly affects surface quality and mechanical properties. However, only a few orientation methods, such as the methods of Kim and Lee (2005), Canellidis et al. (2009), and Zhang et al. (2016), have considered post-processing. The reason could be the difficulty in establishing computable post-processing models or representing related experience.
(8) Geometric features. Geometric features can be simply understood as the geometric shapes that constitutes a part. As investigated by Pham et al. (1999) and Zhang et al. (2016), geometric features are also affected by build orientation. But very limited number of orientation methods have investigated the relationship between them.

(9) Need for filler material. Apart from the above attributes, need for filler material can also be selected as attributes when determining build orientation for specific AM processes (Singh et al. 2017). However, few orientation methods have taken into account this attribute separately. The reason could be the combination of this factor into build cost, since the needed filler material can be seen as one types of consumption materials.

In practice, the attributes of ABOs in specific situations can be identified via experiments, simulation, or expert experience. The complex relationships among the attributes of ABOs generally include independent relationship, correlative relationship, and priority relationship, where each relationship could possibly be heterogeneous. The independent and correlative relationships can be identified by expert evaluation and actual experiments. The priority relationship is the reflection of the preference of users and is generally specified by users.

For the acquisition of the values of attributes, various ways have been presented in the existing methods in Tables 1 and 2. They can be classified into acquisition from vendor documents and benchmark data, estimation based on experiments, prediction based on simulation, and evaluation based on expert experience according to their nature. In the proposed OBO determination method, the values of the attributes of ABOs can also be obtained by these ways.

For the transformation of the values of attributes into FNs, a specific membership function is required since the values of attributes are generally in crisp numbers. Brauers et al. (2008) tested the total ratio, Scharlig ratio, Weitendorf ratio, Van Delft and Nijkamp ratio, Juttler ratio, Stopp ratio, Korth ratio, and Peldschus ratio models and found that the best ratio model for transforming crisp numbers into FNs in MADM is the square root of the sum of squares of each option per attribute for such denominator. This ratio model is used as the membership function to transform attribute values into FNs in the proposed method.

On the basis of the description above and the basic principle of MADM, the quantification of attributes of ABOs in the proposed method is carried out according to the following steps:

(1) Identify the attributes of ABOs and their relationships.

(2) Obtain the values of the attributes of ABOs.

(3) Describe an OBO determination problem formally. In general, a MCDM problem can be described by a set of options \( O = \{O_1, O_2, \ldots, O_m\} \), a set of attributes \( A = \{A_1, A_2, \ldots, A_n\} \), a set of weights \( w = \{w_1, w_2, \ldots, w_n\} \), and a decision matrix \( M = [v_{ij}]_{m \times n} \) \( (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n) \), where \( O_1, O_2, \ldots, O_m \) are \( m \) different options, \( A_1, A_2, \ldots, A_n \) are \( n \) different attributes, \( w_1, w_2, \ldots, w_n \) are respectively the weights of \( A_1, A_2, \ldots, A_n \) such that \( 0 \leq w_1, w_2, \ldots, w_n \leq 1 \) and \( w_1 + w_2 + \ldots + w_n = 1 \), and \( v_{ij} \) is the numerical value of the \( j \)-th attribute of the \( i \)-th option. According to the set \( O \), the set \( A \), and the matrix \( M \), the MADM problem can be described as: Making a decision with the help of a ranking of the elements of \( O \) based on \( A \), \( w \), and \( M \). For an OBO determination problem, the ABOs, the attributes of ABOs, the relative importance of the attributes of ABOs, and the values of the attributes of ABOs can be respectively regarded as the options \( (O_1, O_2, \ldots, O_m) \), the attributes \( (A_1, A_2, \ldots, A_n) \), the weights of attributes \( (w_1, w_2, \ldots, w_n) \), and the values of attributes \( (v_{ij}) \) of a MADM problem. Based on this, the OBO determination problem is formally described as: Determining the OBO with the help of a ranking of the elements of \( O \) based on \( A \), \( w \), and \( M \).

(4) Transform the values of the attributes of ABOs into FNs. Using the following ratio model, the values of the attrib-
utes of ABOs are transformed into FNs:

\[
r_{r,j} = \frac{v_{i,j}}{\sqrt{\sum_{i=1}^{m} v_{i,j}^2}}
\]

(23)

where \( i = 1, 2, \ldots, m, j = 1, 2, \ldots, n \) and \( r_{r,j} \) is the ratio of \( v_{i,j} \). It is not difficult to prove that \( 0 \leq r_{r,j} \leq 1 \). Therefore, the crisp value \( v_{i,j} \) can be described by the FN \(<r_{r,j}>\).

(5) Construct a fuzzy decision matrix. According to the transformation results, a fuzzy decision matrix is constructed as \( M_F = [r_{r,j}]_{m \times n} \) (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n).

(6) Normalise the fuzzy decision matrix. A MADM problem may have two types of attributes, i.e. benefit attributes and cost attributes. They respectively have positive and negative influences on decision making. To remove the influences of different types of attributes, the fuzzy decision matrix \( M_F \) is normalised as \( M_N = [\Xi_{i,j}]_{m \times n} \) (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n), where \( \Xi_{i,j} = <r_{i,j}> \) for benefit attribute \( A_i \) and is \(<1 - r_{i,j}> \) for cost attribute \( A_i \).

3.3. Generation of the OBO

Generation of the OBO aims to generate the OBO from a certain number of ABOs. It takes the normalised fuzzy decision matrix and the identified relationships among the attributes of ABOs as input and output the OBO among the given ABOs. Based on the constructed FWPPMM and FWPPA operators, the generation of the OBO can be carried out according to the following steps:

1. Calculate the support degrees. Based on the normalised fuzzy decision matrix \( M_N \), the support degrees \( SUPP(\Xi_{i,j}, \Xi_{i,k}) \) (i = 1, 2, \ldots, m; j = 1, 2, \ldots, n) are computed using:

\[
SUPP(\Xi_{i,j}, \Xi_{i,k}) = 1 - DIST(\Xi_{i,j}, \Xi_{i,k})
\]

(24)

where \( DIST(\Xi_{i,j}, \Xi_{i,k}) \) is the distance between \( \Xi_{i,j} \) and \( \Xi_{i,k} \).

2. Calculate the TT values. On the basis of the computed support degrees \( SUPP(\Xi_{i,j}, \Xi_{i,k}) \), the TT values \( TT(\Xi_{i,j}) \) are computed using:

\[
TT(\Xi_{i,j}) = \sum_{k \neq i \neq j} SUPP(\Xi_{i,j}, \Xi_{i,k})
\]

(25)

3. Calculate the power weights. Based on the computed TT values \( TT(\Xi_{i,j}) \), the power weights \( \xi_{i,j} \) are computed using:

\[
\xi_{i,j} = \frac{w_j (1 + TT(\Xi_{i,j}))}{\sum_{j=1}^{n} (w_j (1 + TT(\Xi_{i,j})))}
\]

(26)

4. Calculate the overall attribute values of the given ABOs. If the relationships among attributes belong to HCR, then the FWPPMM operator in Equation (12) is used to compute the overall attribute value \( \Xi_i \). If the relationships among attributes belong to HPR, then the FWPPA operator in Equation (19) is used to compute the overall attribute value \( \Xi_i \).

5. Rank the given ABOs. On the basis of the calculated overall attribute values \( \Xi_i \), the given ABOs are ranked from high membership degree to low membership degree using the comparison rules of FNs.

6. Determine the OBO. The OBO is determined as the ABO ranked first.
4. Examples and Comparisons

In this section, two examples are firstly leveraged to illustrate the working procedure of the proposed OBO determination method. Then the effectiveness of the method is demonstrated via qualitative and quantitative comparisons to the existing methods for OBO determination.

5.1. Examples

5.1.1. Example 1

The first example is a classic example of OBO determination. It was developed by Cheng et al. (1995) and has been used to illustrate the OBO determination methods presented by Pham et al. (1999), Pandey et al. (2004), Byun and Lee (2006), Canellidis et al. (2009), Zhang et al. (2016), Ransikarbum and Kim (2017), and Qie et al. (2018). In this example, a part whose 3D model is shown in Figure 2 was assumed to be built using selective laser sintering. There are six ABOs $O_1$, $O_2$, $O_3$, $O_4$, $O_5$, and $O_6$, which are shown in Figure 3. The attributes of these ABOs are surface roughness ($A_1$), build time ($A_2$), build cost ($A_3$), volume of support structure ($A_4$), and favourableness of AM features ($A_5$). Suppose surface roughness and favourableness of AM features are correlative, build time, build cost, and volume of support structure are correlative, and {surface roughness, favourableness of AM features} and {build time, build cost, volume of support structure} are independent. The values of the five attributes of the six ABOs are listed in Table 3. The relative importance of the five attributes is measured by the five even weights in $w = \{0.2, 0.2, 0.2, 0.2, 0.2\}$.

<table>
<thead>
<tr>
<th>ABO</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_1$</td>
<td>18.34</td>
<td>2.88</td>
<td>105.33</td>
<td>1588.82</td>
<td>2.72</td>
</tr>
<tr>
<td>$O_2$</td>
<td>21.31</td>
<td>3.09</td>
<td>143.08</td>
<td>2119.19</td>
<td>1.65</td>
</tr>
<tr>
<td>$O_3$</td>
<td>21.31</td>
<td>3.09</td>
<td>143.08</td>
<td>3646.78</td>
<td>1.65</td>
</tr>
<tr>
<td>$O_4$</td>
<td>20.02</td>
<td>5.11</td>
<td>271.47</td>
<td>1889.14</td>
<td>1.65</td>
</tr>
<tr>
<td>$O_5$</td>
<td>20.97</td>
<td>4.63</td>
<td>231.40</td>
<td>1474.98</td>
<td>1.00</td>
</tr>
<tr>
<td>$O_6$</td>
<td>21.90</td>
<td>4.82</td>
<td>250.10</td>
<td>745.22</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 3. The values of the five attributes of the six ABOs of the part in Example 1. Source: The values of surface roughness, build time, build cost, and favourableness of AM features were cited from Zhang et al. (2016).

Figure 2. The 3D model of the part in example 1.
Figure 3. The ABOs of the part in example 1.

With the given five attributes of ABOs and the relationships among them, the values of the five attributes in Table 3 and the weights of the five attributes in \( w \), determination of the OBO among the six ABOs can be carried out using the proposed method. The procedure of the determination consists of the following twelve steps:

1. Identify the attributes of ABOs and their relationships. The attributes of the six ABOs are identified as surface roughness \( A_1 \), build time \( A_2 \), build cost \( A_3 \), volume of support structure \( A_4 \), and favourableness of AM features \( A_5 \). The four attributes are divided into two partitions \{ \( A_1, A_5 \) \} and \{ \( A_2, A_3, A_4 \) \}, where \( A_1 \) and \( A_5 \) are correlative, \( A_2, A_3, \) and \( A_4 \) are correlative, and \{ \( A_1, A_5 \) \} and \{ \( A_2, A_3, A_4 \) \} are independent of each other.

2. Obtain the values of the attributes of ABOs. The values of the surface roughness, build time, build cost, and favourableness of AM features of each ABO are cited from Zhang et al. (2016), which were estimated using the prediction models in an AM process planning platform named KARMA Tool (http://karma.aimme.es/app). The values of the volume of support structure of each ABO were obtained via using Meshmixer to generate the support structure of each ABO and using MeshLab to compute the volume of the generated support structure of each ABO.

3. Describe an OBO determination problem formally. Based on the given \( O = \{ O_1, O_2, O_3, O_4, O_5, O_6 \} \), \( A = \{ A_1, A_2, A_3, A_4, A_5 \} \), \( \mathbf{w} = [0.2, 0.2, 0.2, 0.2, 0.2] \), and \( \mathbf{M} = [v_{ij}]_{6 \times 5} \) \( (i = 1, 2, 3, 4, 5; j = 1, 2, 3, 4, 5; \) the values of \( v_{ij} \) are listed in Table 3), the OBO determination problem in the example can be formally described as: Determining the OBO with the help of a ranking of the elements of \( O \) based on \( A \), \( \mathbf{w} \), and \( \mathbf{M} \).

4. Transform the values of the attributes of ABOs into FNs. Using the ratio model in Equation (23), the values of the five attributes of the six ABOs in Table 3 are transformed into the FNs listed in Table 4.
Table 4. The FNs that stand for the values of the five attributes of the six ABOs of the part in example 1.

<table>
<thead>
<tr>
<th>ABO</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_1$</td>
<td>&lt;0.3621&gt;</td>
<td>&lt;0.2907&gt;</td>
<td>&lt;0.2142&gt;</td>
<td>&lt;0.3080&gt;</td>
<td>&lt;0.6490&gt;</td>
</tr>
<tr>
<td>$O_2$</td>
<td>&lt;0.4208&gt;</td>
<td>&lt;0.3119&gt;</td>
<td>&lt;0.2910&gt;</td>
<td>&lt;0.4108&gt;</td>
<td>&lt;0.3937&gt;</td>
</tr>
<tr>
<td>$O_3$</td>
<td>&lt;0.4208&gt;</td>
<td>&lt;0.3119&gt;</td>
<td>&lt;0.2910&gt;</td>
<td>&lt;0.7069&gt;</td>
<td>&lt;0.3937&gt;</td>
</tr>
<tr>
<td>$O_4$</td>
<td>&lt;0.3953&gt;</td>
<td>&lt;0.5157&gt;</td>
<td>&lt;0.5520&gt;</td>
<td>&lt;0.3662&gt;</td>
<td>&lt;0.3937&gt;</td>
</tr>
<tr>
<td>$O_5$</td>
<td>&lt;0.4141&gt;</td>
<td>&lt;0.4673&gt;</td>
<td>&lt;0.4706&gt;</td>
<td>&lt;0.2859&gt;</td>
<td>&lt;0.2386&gt;</td>
</tr>
<tr>
<td>$O_6$</td>
<td>&lt;0.4324&gt;</td>
<td>&lt;0.4865&gt;</td>
<td>&lt;0.5086&gt;</td>
<td>&lt;0.1445&gt;</td>
<td>&lt;0.2386&gt;</td>
</tr>
</tbody>
</table>

(5) Construct a fuzzy decision matrix. According to the transformation results, a fuzzy decision matrix is constructed as:

$$ M_F = [r_{ij}]_{6x5} \ (i = 1, 2, 3, 4, 5, 6; j = 1, 2, 3, 4, 5) $$

where the values of $r_{ij}$ are listed in Table 4.

(6) Normalise the fuzzy decision matrix. Since surface roughness ($A_1$), build time ($A_2$), build cost ($A_3$), and volume of support structure ($A_4$) are cost attributes and favourableness of AM features ($A_5$) is benefit attribute, the fuzzy decision matrix $M_F$ is normalised as:

$$ M_N = \begin{bmatrix}
<0.6379> & <0.7093> & <0.7858> & <0.6920> & <0.6490> \\
<0.5792> & <0.6881> & <0.7090> & <0.5892> & <0.3937> \\
<0.5792> & <0.6881> & <0.7090> & <0.2931> & <0.3937> \\
<0.6047> & <0.4843> & <0.4480> & <0.6338> & <0.3937> \\
<0.5859> & <0.5327> & <0.5294> & <0.7141> & <0.2386> \\
<0.5676> & <0.5135> & <0.4914> & <0.8555> & <0.2386>
\end{bmatrix} $$

(7) Calculate the support degrees. According to Equation (24), the support degrees $SUPP(\Xi_{i,j}) \ (i = 1, 2, 3, 4, 5, 6; j = 1, 2, 3, 4, 5)$ are computed as:

$$ \begin{bmatrix}
SUPP(\Xi_{1,1}, \Xi_{1,1}) = [0.9285 \ 0.8911 \ 0.8911 \ 0.8796 \ 0.9468 \ 0.9460]^T \\
SUPP(\Xi_{1,2}, \Xi_{1,1}) = [0.8520 \ 0.8702 \ 0.8702 \ 0.8433 \ 0.9435 \ 0.9239]^T \\
SUPP(\Xi_{1,3}, \Xi_{1,1}) = [0.9458 \ 0.9900 \ 0.7139 \ 0.9709 \ 0.8718 \ 0.7120]^T \\
SUPP(\Xi_{1,4}, \Xi_{1,1}) = [0.9889 \ 0.8145 \ 0.8145 \ 0.7890 \ 0.6527 \ 0.6710]^T \\
SUPP(\Xi_{1,5}, \Xi_{1,1}) = [0.9235 \ 0.9791 \ 0.9791 \ 0.9637 \ 0.9967 \ 0.9779]^T \\
SUPP(\Xi_{2,1}, \Xi_{1,1}) = [0.9827 \ 0.9011 \ 0.6050 \ 0.8505 \ 0.8186 \ 0.6580]^T \\
SUPP(\Xi_{2,2}, \Xi_{1,1}) = [0.9397 \ 0.7055 \ 0.7055 \ 0.9094 \ 0.7059 \ 0.7251]^T \\
SUPP(\Xi_{2,3}, \Xi_{1,1}) = [0.9062 \ 0.8802 \ 0.5841 \ 0.8142 \ 0.8154 \ 0.6359]^T \\
SUPP(\Xi_{2,4}, \Xi_{1,1}) = [0.8632 \ 0.6846 \ 0.6846 \ 0.9457 \ 0.7091 \ 0.7472]^T \\
SUPP(\Xi_{2,5}, \Xi_{1,1}) = [0.9570 \ 0.8045 \ 0.8994 \ 0.7599 \ 0.5245 \ 0.3831]^T
\end{bmatrix} $$

(8) Calculate the TT values. According to Equation (25), the TT values $TT(\Xi_{i,j}) \ (i = 1, 2, 3, 4, 5, 6; j = 1, 2, 3, 4, 5)$ are computed as:
(9) Calculate the power weights. According to Equation (26), the power weights $\xi_{ij}$ ($i = 1, 2, 3, 4, 5; j = 1, 2, 3, 4, 5$) are computed as:

$$
[T \xi_{ij}] = \begin{bmatrix}
0.2000 & 0.2025 & 0.1928 & 0.2033 & 0.2014 \\
0.2071 & 0.2031 & 0.2003 & 0.2076 & 0.1819 \\
0.2093 & 0.2040 & 0.2009 & 0.1855 & 0.2003 \\
0.1997 & 0.2050 & 0.2034 & 0.1958 & 0.1961 \\
0.2105 & 0.2131 & 0.2129 & 0.1922 & 0.1713 \\
0.2152 & 0.2180 & 0.2168 & 0.1715 & 0.1785
\end{bmatrix}
$$

(10) Calculate the overall attribute values of the given ABOs. Because the relationships among $A_1, A_2, A_3, A_4,$ and $A_5$ belong to HCR, the FWPPMM operator in Equation (12) is used to compute the overall attribute values of the six ABOs. (When adapting the FWPPMM operator, $\Delta = (\delta_1, \delta_2)$, $\delta_1 = (1, 2)$, and $\delta_2 = (1, 2, 3)$). The computed results are as follows:

$$
\Xi_1 = \langle 0.4503 \rangle ; \Xi_2 = \langle 0.3691 \rangle ; \Xi_3 = \langle 0.3141 \rangle ; \Xi_4 = \langle 0.3010 \rangle ; \Xi_5 = \langle 0.7120 \rangle ; \Xi_6 = \langle 0.3246 \rangle
$$

(11) Rank the given ABOs. According to the comparison rules of FNs, the six ABOs are ranked from high membership degree to low membership degree as: $O_1 \succ O_2 \succ O_6 \succ O_3 \succ O_5 \succ O_4$

(12) Determine the OBO. Based on the ranking, the OBO is determined as $O_1$.

### 5.1.2. Example 2

The second example was developed by Zhang et al. (2016). In this example, a part whose 3D model is shown in Figure 4 was assumed to be built using stereolithography. There are seven ABOs $O_1, O_2, O_3, O_4, O_5, O_6,$ and $O_7$, which are shown in Figure 5. The attributes of these ABOs are surface roughness ($A_1$), build time ($A_2$), build cost ($A_3$), volume of support structure ($A_4$), and favourablenss of AM features ($A_5$). Assume there is a HPR among the five attributes, which is {volume of support structure} $\succ$ {build time, build cost} $\succ$ {surface roughness, favourablenss of AM features}. The values of the five attributes of the seven ABOs are listed in Table 5. The relative importance of the five attributes is measured by the five weights in $w = \{0.125, 0.125, 0.125, 0.500, 0.125\}$.

<table>
<thead>
<tr>
<th>ABO</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_1$</td>
<td>5.40</td>
<td>4.32</td>
<td>57</td>
<td>510</td>
<td>1.65</td>
</tr>
<tr>
<td>$O_2$</td>
<td>3.56</td>
<td>4.27</td>
<td>56</td>
<td>650</td>
<td>2.72</td>
</tr>
<tr>
<td>$O_3$</td>
<td>5.76</td>
<td>4.32</td>
<td>57</td>
<td>712</td>
<td>1.65</td>
</tr>
<tr>
<td>$O_4$</td>
<td>3.85</td>
<td>4.27</td>
<td>56</td>
<td>702</td>
<td>2.72</td>
</tr>
<tr>
<td>$O_5$</td>
<td>8.32</td>
<td>6.83</td>
<td>84</td>
<td>395</td>
<td>0.85</td>
</tr>
<tr>
<td>$O_6$</td>
<td>5.29</td>
<td>7.56</td>
<td>92</td>
<td>652</td>
<td>1.95</td>
</tr>
<tr>
<td>$O_7$</td>
<td>8.35</td>
<td>6.79</td>
<td>83</td>
<td>522</td>
<td>0.85</td>
</tr>
</tbody>
</table>
Figure 4. The 3D model of the part in example 2.

Figure 5. The ABOs of the part in example 2.

With the given five attributes of ABOs and the relationships among them, the values of the five attributes in Table 5 and the weights of the five attributes in \( w \), determination of the OBO among the seven ABOs can be carried out using the proposed method. The procedure of the determination consists of the following twelve steps:

1. Identify the attributes of ABOs and their relationships. The attributes of the seven ABOs are identified as surface roughness \( (A_1) \), build time \( (A_2) \), build cost \( (A_3) \), volume of support structure \( (A_4) \), and favourableness of AM features \( (A_5) \). The five attributes are divided into three partitions \( \{A_1, A_5\}, \{A_2, A_3\} \) and \( \{A_4\} \), where the relationship among these partitions is the heterogeneous priority relationship \( \{A_1\} \geq \{A_2, A_3\} \geq \{A_4\} \).

Through (2)–(6), a normalised fuzzy decision matrix is obtained as:
Through (7)–(9), the power weights \( \xi_{ij} \) \((i = 1, 2, 3, 4, 5, 6, 7; j = 1, 2, 3, 4, 5) \) are computed as:

\[
\begin{bmatrix}
0.1285 & 0.1272 & 0.1285 & 0.5158 & 0.1000 \\
0.1226 & 0.1278 & 0.1282 & 0.5006 & 0.1208 \\
0.1296 & 0.1267 & 0.1280 & 0.5083 & 0.1074 \\
0.1241 & 0.1279 & 0.1282 & 0.4972 & 0.1226 \\
0.1370 & 0.1390 & 0.1387 & 0.4782 & 0.1071 \\
0.1196 & 0.1281 & 0.1285 & 0.5049 & 0.1189 \\
0.1325 & 0.1345 & 0.1342 & 0.4947 & 0.1041 \\
\end{bmatrix}
\]

(10) Calculate the overall attribute values of the given ABOs. Because the relationships among \( A_1, A_2, A_3, A_4, \) and \( A_5 \) belong to HPR, the FWPPA operator in Equation (19) is used to compute the overall attribute values of the seven ABOs:

\[
\Xi_1 = <0.5812>; \Xi_2 = <0.4951>; \Xi_3 = <0.4694>; \Xi_4 = <0.4889>; \Xi_5 = <0.5818>; \Xi_6 = <0.4546>; \Xi_7 = <0.5180>
\]

(11) Rank the given ABOs. According to the comparison rules of FNs, the seven ABOs are ranked from high membership degree to low membership degree as: \( O_5 > O_1 > O_7 > O_2 > O_4 > O_3 > O_6 \)

(12) Determine the OBO. Based on the ranking, the OBO is determined as \( O_5 \).

5.2. Comparisons

5.2.1. Qualitative Comparison

In general, a qualitative comparison among different OBO determination methods can be made through comparing their characteristics. Section 2 classified the existing OBO determination methods into MOO and MADM methods and briefly described the major characteristics of each category of methods. In a nutshell, the computation cost of most MOO methods would be expensive as the number of ABOs or objectives increases. MOO algorithms may encounter difficulty in forming the Pareto front when dealing with some optimisation cases with more than three objectives, which are common in most OBO determination problems. In addition, large number of optimal solutions on the Pareto front would bring difficulty to later determination (Zhang et al. 2018). MADM methods avoid these issues to some extent. In a MADM method, the computation time generally increases in a polynomial relation with the number of ABOs or attributes, and the number of the optimal solutions is usually one or several as the number of ABOs or attributes increases. However, the existing MADM methods have not handled the complex relationships among attributes comprehensively and nor taken into account the reducing of the negative effect of the deviation of attribute values on the OBO determination result.

Compared to the existing MOO methods, the proposed method does not need expensive computation cost (It is not difficult to obtain that the time complexity of the proposed method is polynomial from Equations (12) and (19)) and will not generate those Pareto-optimal solutions that make determination difficult when the number of attributes is more than three. Compared to the existing MADM methods, the proposed method not only can deal with the complex relationships among the attributes of ABOs, but also reduce the influence of the deviation of attribute values on the OBO determination result.
5.2.2. Quantitative Comparison

A quantitative comparison among different OBO determination methods can be carried out using the same benchmark. Since there is currently no common open-source benchmark, Example 1 is used as a benchmark to compare the methods of Cheng et al. (1995), Pham et al. (1999), Pandey et al. (2004), Byun and Lee (2006), Canellidis et al. (2009), Zhang et al. (2016), Ransikarbum and Kim (2017), and Qie et al. (2018) (The reason for selecting these methods in the comparison is that all of them used Example 1 to demonstrate their effectiveness) and the proposed method, and Example 2 is used as another benchmark to compare the method of Zhang et al. (2016) and the proposed method. The details and results of the comparison are shown in Table 6.

Table 6. The details and results of the quantitative comparison. Notes: HC is short for heterogeneous correlative; HP is short for heterogeneous priority; For Example 1, the attributes considered in the proposed method are surface roughness, build time, build cost, volume of support structure, and favourableness of AM features; For Example 2, the attributes considered in the proposed method are surface roughness, build time, build cost, volume of support structure, and favourableness of AM features; For the attributes considered in the remaining methods, please see Tables 1 and 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Benchmark</th>
<th>Relationships</th>
<th>Ranking</th>
<th>OBO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al. (1995)</td>
<td>Example 1</td>
<td>Independent</td>
<td>$O_1 \succ O_5 \succ O_2 \succ O_6 \succ O_3$</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Pham et al. (1999)</td>
<td>Example 1</td>
<td>Independent</td>
<td>————</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Pandey et al. (2004)</td>
<td>Example 1</td>
<td>Independent</td>
<td>————</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Byun and Lee (2006)</td>
<td>Example 1</td>
<td>Independent</td>
<td>————</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Canellidis et al. (2009)</td>
<td>Example 1</td>
<td>Independent</td>
<td>————</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Zhang et al. (2016)</td>
<td>Example 1</td>
<td>Correlative</td>
<td>$O_1 \succ O_5 \equiv O_3 \succ O_6 \succ O_4$</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Ransikarbum and Kim (2017)</td>
<td>Example 1</td>
<td>Independent</td>
<td>$O_1 \succ O_5 \equiv O_3 \succ O_6 \succ O_4$</td>
<td>$O_1$</td>
</tr>
<tr>
<td>Qie et al. (2018)</td>
<td>Example 1</td>
<td>Independent</td>
<td>$O_6 \succ O_5 \succ O_4 \succ O_3 \succ O_1$</td>
<td>$O_6$</td>
</tr>
<tr>
<td>The proposed method</td>
<td>Example 1</td>
<td>HC</td>
<td>$O_1 \succ O_5 \succ O_4 \succ O_3 \succ O_2 \succ O_6$</td>
<td>$O_5$</td>
</tr>
<tr>
<td>Zhang et al. (2016)</td>
<td>Example 2</td>
<td>Correlative</td>
<td>$O_5 \succ O_1 \succ O_7 \succ O_2 \succ O_4 \succ O_3 \succ O_6$</td>
<td>$O_5$</td>
</tr>
<tr>
<td>The proposed method</td>
<td>Example 2</td>
<td>HP</td>
<td>$O_1 \succ O_5 \succ O_4 \succ O_3 \succ O_2 \succ O_6$</td>
<td>$O_5$</td>
</tr>
</tbody>
</table>

As can be seen from Table 6, the OBO of the proposed method is the same as the OBOs of the methods of Cheng et al. (1995), Pham et al. (1999), Pandey et al. (2004), Byun and Lee (2006), Canellidis et al. (2009), Zhang et al. (2016), and Ransikarbum and Kim (2017) when the used benchmark is Example 1. These indicate its feasibility and effectiveness. In addition, the ranking of the proposed method is exactly the same as the ranking of the method of Zhang et al. (2016) when the used benchmark is Example 2, which also indicates the feasibility and effectiveness of the proposed method.

From the comparison results in Table 6, it is difficult to see the difference between “a method that can deal with the HCR and HPR among attributes and reduce the negative effect of the deviation of attribute values” and “a method that supposes all attributes are independent of each other and ignores such negative effect”. To show the difference intuitively, two additional comparison experiments were carried out. In these experiments, the method of Byun and Lee (2006), one of the most highly cited OBO determination methods, was used as an example which assumes all attributes are independent of each other and neglects the negative influence. In this method, the applied aggregation way of attributes values is the simple weighted average (SWA) operator. The proposed method was naturally used as an example of those methods that can handle the HCR and HPR and reduce the negative effect. The applied aggregation ways in it are the constructed FWPPMM and FWPPA operators. The details of the experiments are shown in Table 7.
Table 7. The details of the two additional comparison experiments.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Purpose</th>
<th>Used operators</th>
<th>Benchmark</th>
<th>Adjusted element</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>Independent and ignore deviation effect vs.</td>
<td>SWA vs. FWPPMM</td>
<td>Example 1</td>
<td>Ξ_{1,2} and Ξ_{1,3}</td>
<td>Figure 6</td>
</tr>
<tr>
<td></td>
<td>Deal with HCR and reduce deviation effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiment 2</td>
<td>Independent and Ignore deviation effect vs.</td>
<td>SWA vs. FWPPA</td>
<td>Example 2</td>
<td>Ξ_{5,4}</td>
<td>Figure 7</td>
</tr>
<tr>
<td></td>
<td>Deal with HPR and reduce deviation effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The first experiment was carried out to illustrate the difference between the aggregation results of SWA and FWPPMM. In this experiment, Example 1 was used as the benchmark and the elements Ξ_{1,2} and Ξ_{1,3} of the normalised matrix \( M_N \) in this example were constantly adjusted according to Table 8. It is easy to guess that such adjustments will affect the ranking of \( O_1 \), which may probably be changed from the best ABO to the worst one, because the values of \( A_2 \) and \( A_3 \) of this ABO become smaller and smaller. To confirm this conjecture, Figure 6 respectively depicts the changes of the places of \( O_1 \) in the rankings generated by SWA and FWPPMM. It can be seen that the results generated by the two operators are consistent with the conjecture. This also indicates the feasibility of the proposed method. In addition, the ranking of \( O_1 \) of SWA declines in a straight line, while the ranking of \( O_1 \) of FWPPMM declines in a curve. This is because SWA assumes all attributes are independent of each other and FWPPMM can handle the HCR among attributes. As can also be seen from Figure 6, the ranking of \( O_1 \) of SWA descends faster than the ranking of \( O_1 \) of FWPPMM. The reason is that FWPPMM can reduce the negative effect of the deviation of attribute values (The adjustment of attribute values can be regarded as the deviation of attribute values).

The second experiment was carried out to illustrate the difference between the aggregation results of SWA and FWPPA. In this experiment, Example 2 was used as the benchmark and the element Ξ_{5,4} of the normalised matrix \( M_N \) in this example were constantly adjusted according to Table 8. Similarly, it can be guessed that the ranking of \( O_5 \) may constantly decline. To confirm this conjecture, Figure 7 respectively depicts the changes of the places of \( O_5 \) in the rankings of SWA and FWPPA. It shows that the results of the two operators are consistent with the conjecture, which also demonstrates the feasibility of the proposed method. Further, the ranking of \( O_5 \) of SWA starts from the fourth places, keeps at the fourth place at 1, descends to the fifth place at 2, and descends to the seventh place from 3, while the ranking of \( O_5 \) of FWPPA starts from the first place, keeps at the second place from 1 to 3, and respectively declines to the third, fifth, sixth, and seventh places at 4, 5, 6, and 7. From the aspect of dealing with the priority relationship among attributes, the result of FWPPA is more in line with actual preference and more reasonable than the result of SWA. This indicates that FWPPA can handle priority relationship more effectively than those methods that assign a higher weight to certain attribute. As can also be seen from Figure 7, the ranking of \( O_5 \) of SWA descends faster than the ranking of \( O_5 \) of FWPPA. This is because FWPPA also has the capability of reducing the negative influence of the deviation of attribute values.

Table 8. The values of the adjusted elements in the two additional comparison experiments.

<table>
<thead>
<tr>
<th>Adjusted element</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Xi_{1,2} ) of ( M_N ) in Example 1</td>
<td>0.7093</td>
<td>0.6093</td>
<td>0.5093</td>
<td>0.4093</td>
<td>0.3093</td>
<td>0.2093</td>
<td>0.1093</td>
<td>0.0093</td>
</tr>
<tr>
<td>( \Xi_{1,3} ) of ( M_N ) in Example 1</td>
<td>0.7858</td>
<td>0.6858</td>
<td>0.5858</td>
<td>0.4858</td>
<td>0.3858</td>
<td>0.2858</td>
<td>0.1858</td>
<td>0.0858</td>
</tr>
<tr>
<td>( \Xi_{5,4} ) of ( M_N ) in Example 2</td>
<td>0.7520</td>
<td>0.7220</td>
<td>0.6920</td>
<td>0.6620</td>
<td>0.6320</td>
<td>0.6020</td>
<td>0.5720</td>
<td>0.5420</td>
</tr>
</tbody>
</table>
As can be summarised from the quantitative comparison and the two experiments, the proposed method is feasible and effective for solving the OBO determination problems, and has distinctive capabilities of dealing with the HCR and HPR among attributes and reducing the effect of the deviation of attribute values compared to the existing methods.

6. CONCLUSION

In this paper, a method for determining the optimal build orientations from a finite set of alternatives is proposed based on fuzzy multi-attribute decision making. This method firstly quantifies the attributes of all alternative build orientations, and then generates the optimal build orientations from the alternatives. The quantification of attributes transforms the values of attributes into fuzzy numbers using a ratio model. A fuzzy decision matrix is constructed and normalised based on the fuzzy numbers. Later, two fuzzy number aggregation operators (i.e. FWPPMM and FWPPA) have been constructed to aggregate the fuzzy information in the normalised matrix. All attribute values of each alternative are aggregated into a fuzzy number using these aggregation operators. By comparing the fuzzy numbers, the optimal solution is determined.

The major contribution of the paper is the development of a multi-attribute decision making based method for determination of the optimal build orientation from a set of alternatives. Compared with the existing methods, the developed
method does not need expensive computation cost, can deal with complex relationships among the attributes of alternative build orientations, and at the same time can reduce negative influence of the distortion of attribute values. To the best of the knowledge, the method is the first multi-attribute decision making based build orientation determination method that considers both the handling of the complex relationships of build orientation attributes and the reducing of the effect of attribute value deviation.

As the present paper addresses only the determination of the optimal build orientation, future work will aim especially at the study of the generation of alternative build orientations. In process planning for AM, there are four basic tasks, which are build orientation determination, support structure generation, 3D model slicing, and tool-path planning. To develop a complete build orientation determination method for AM, the method would be extended to include support structure generation, 3D model slicing, and tool-path planning.
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