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Abstract
While the dawn of Artificial Intelligence (AI) solutions has aided in solving some of societal challenges, globalization and technological innovation potentially have the capability to disrupt, suspend or change existing legal order, preventing the realization of business and human rights principles. For example, with AI-enabled systems, Africans can now access better healthcare, education, health, and transportation. However, human rights violations induced by AI have the potential to undermine human rights concerns. This chapter contextualizes the usage of AI systems and its implications for human rights violations. With particular reference to Africa, it gives an overarching context capable of constructing legal reactions to corporate related human rights violations. Some of the questions posed and asked are: What are the ways human rights can be protected from exploitative tendencies of AI companies? How can African states, and businesses respond to regulatory challenges triggered by loss of work due to automation? What innovations and new methodologies are to be designed to engage with a sustainable and automated future? Finally, we propose reforms for corporate entities developing and deploying AI to respect human rights.
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1. Introduction

The concept and concerns surrounding the impact of Artificial Intelligence (AI) on human rights within an African context has received few considerations in academic literature.1 The few literature appear to portray a disconnect between disruptive technologies broadly and human rights implications.2 On one hand, while state entities have deemed recourse to AI as a pathway to attracting investment within their territories, AI as a form of investment has been considered the next industrial revolution capable of fast tracking the growth and development of developing economies.3 It is estimated that if properly implemented, AI has the potential to offer $15.7
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trillion to the global economy by 2030. AI has also made work easier and faster compared to human intelligence. For instance, with the advent of autonomous vehicles, the transport industry is expected to record fewer road accidents and proper management of traffic-flows. Likewise, in the health sector, AI is making new diagnostic and decision-support tools for medical professionals. In addition, corporate entities have opted for intelligent personal assistants like Siri, Alexa, and Cortana that use voice recognition, thus making their businesses more efficient. AI has also been used in the creative industry to compose orchestral music, and generate short films.

Unquestionably, AI is reshaping the economy, democratic participation, and society at large. One of the growing narratives in Africa is that AI cannot be regulated due to the technological innovation and disruptions they portend. Due to its relatively new phenomena, there are certain debates about the constitutionality or potential human rights implications around these technologies. These debates encompass the ways rightsholders interrelate with businesses, and in the process, modify business approaches towards fulfilling their responsibility to respect human rights. The question is how can manufacturing and usage of AI software be managed without social, ethical, and severe human rights implications? The disruption by AI has created concerns surrounding state and non-state actor’s capability to use this tool as an instrument of oppression, which in many cases inexplicably affects the vulnerable members of the society. For instance, AI can lead to discrimination, loss of income, and uncertainties around the supply chain. This debate
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around human rights challenges ‘power differentials and provides individuals, and the organizations that represent them, with the precise tools to question the motives of authoritative actors, such as states and businesses.’\textsuperscript{12} For example, the use of AI in algorithmic decision-making processes has introduced a new wave of challenges brought about by biased data and measurement error.\textsuperscript{13} These challenges greatly impact human rights. Further complicating this is the fact that victims do not have access to adequate remedies. A classic illustration is the utilisation of facial recognition software in surveillance cameras which has been used as mediums of discriminatory profiling, especially against certain races and mistaken identity of personalities.\textsuperscript{14} In addition, autonomous vehicles will not only lead to displacement of manual drivers but could also have adverse impacts on the environment. Businesses such as Cambridge Analytica have been accused of tampering with the voting systems of countries like Kenya leading to the question of whether the constitutionally guaranteed rights of Kenyan citizens may have been violated during the 2013 and 2017 presidential elections?\textsuperscript{15}

A human rights-based approach within the context of this work is one which focuses on development of the people and protection of their fundamental human rights. AI must integrate a respect for human rights framework and ensure that fundamental liberties are integrated in regulatory frameworks, norms, standards, plans, and policies of government.

This article examines the potential of a human rights-based approach to AI in Africa. It explores various ways such adverse effects of AI on universally recognized human rights can be mitigated. Therefore, the questions this article seeks to answer are: how can we hold companies accountable for algorithm-based decisions? What are the ways human rights can be protected from exploitative tendencies of AI companies? How can African states, and businesses respond to regulatory challenges triggered by loss of work due to automation? What innovations and new methodologies are to be designed to engage with a sustainable and automated future? The article proceeds as follows: Part one is the introduction. Part two highlights the utilization of AI globally and the relevance of that utility to enhancing socio-economic development in Africa. It further examines the instrumentality of AI and its potential to violate human rights within the African context. Part three analyses the regional framework on AI in Africa, drawing lessons from other jurisdictions such as the European Union (EU) and the Organization of Economic Cooperation Development (OECD). This section further proposes an African Union governance regulatory framework for AI. Part four concludes the article.


\textsuperscript{14} Shai Gilboa, et. all, ‘Faceception is a Facial Personality Analytics Technology Company’ (Facection) <https://www.facection.com> accessed 28 June 2021.

2. The Concept of Artificial Intelligence and Implications for Human Rights Violations

While most of the conception about AI focuses on making machines intelligent, the role of humans in this process complicates the human rights impact of AI.\textsuperscript{16} Several scholars have envisioned AI as a mechanized procedure that possesses the basic functionality of humans.\textsuperscript{17}

AI is grouped according to the utility of their functions. First, basic AI increases the performance of business analytics solutions and improves normalcy in the functioning of digital platforms.\textsuperscript{18} These digital platforms are commonly used in online matching, chatbots, and credit scoring such as in M-Shwari (Kenya) Tala (Kenya) M-Kajy (Madagascar), and ValU (Egypt). Second, advanced AI simulates human cognitive abilities like perception, vision, and spatial processing, enabling the analysis of unstructured data like texts, images, and audio data.\textsuperscript{19} This intelligence structure has been used in domains like social media, facial and speech recognition, and medical diagnoses. Examples include China’s Yitu Technology on facial recognition, Infervision which provides medical diagnoses within and beyond China, and NIO which provides autonomous vehicle technology.\textsuperscript{20} Third, autonomous AI enhances the ability to interact with humans and learn on its own.\textsuperscript{21} Its prototypes include Fetch Robotics, Boston Dynamics, and Hanson Robotics.

Despite their daily interactions with AI systems, the public perception of AI in Africa is largely amorphous, and the impact of these systems on human rights protections have not been considered in literature. For example, public attitudes towards AI tend to be more pragmatic, measuring these systems based on the objective of end users, the importance of utilizing AI compared with other approaches, the inappropriateness of these technologies and how it violates privacy, and the extent of human involvement in decision-making.

2.1 Opportunities and Solutions of AI for Socio-Economic Development in Africa

While guaranteeing socio-economic rights, AI can drive growth and enhance development in Africa in several ways including intelligent automation of the workforce with its associated risk of job losses, augmenting both labour and physical capital, and enhancing innovation.\textsuperscript{22} Automation has the potential to improve business production, thus lowering costs of

\textsuperscript{16} N Nilsson, The quest for Artificial Intelligence: A history of ideas and achievements (Cambridge University Press 2010).
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production. This directly increases output and indirectly increases consumption. In Africa, AI has been used in different sectors through a variety of means which are discussed below.

2.1.1 Access to healthcare
In the health industry, the most critical concern is providing options for effective treatment. AI-centric solutions can speed up diagnoses, improve public health policy, and assist in preparing for global pandemics. It also improves healthcare delivery by having advanced care analytics to help medical personnel identify potential challenges. Kenya has the ‘Sophie Bot’ that can easily be accessed by patients instead of visiting the hospital. The Sophie Bot relies on AI to process and respond to concerns relating to sexual and reproductive health. Kenya’s Medical Supply Agency and IBM’s Watson utilise AI to transform healthcare supply chains. In addition, South Africa’s Numberboost used AI to come up with a solution aimed at addressing the United Nations’ Sustainable Development Goal of improving access to healthcare. Nigeria’s Apmis uses AI to allow medical practitioners and personnel to share and exchange data easily, transparently, and securely.

2.1.2 Access to public services
Public service delivery is a major challenge for Africans seeking accurate and efficient service. The goal is to reduce bottlenecks and redundancy in the service industry. The low level of satisfaction has created distrust and apathy towards seeking public sector assistance in providing essential services. Recourse to AI has shown that unnecessary bureaucracy is curtailed, leading to reduced costs of administrative procedures and increased delivery of public services. For example, Kenya’s eCitizen uses AI to offer citizens and residents services such as, application for a passport, searching for a title deed, and application for marriage or business certificates without having to physically visit a government office.

2.1.3 Access to Food
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The right to food is not guaranteed under the African Charter on Human and Peoples’ Rights.\(^{31}\) Considering that access to food is a legal and policy issue, the realization of this right has become the focus of states through agricultural policies and programmes that guarantee food security.\(^{32}\) These guarantees can be facilitated through adaptation of AI, that will not only ensure coherent government policies but see to the implementation of such food policies.

Agriculture is critical to the sustainable development of African countries. It has an accumulative human capital amounting to over 65% of the continent’s labour force.\(^{33}\) As a result of the increase in trade and the growing population, the continent’s food market is predicted to increase from USD300 billion to USD1 trillion by 2030.\(^{34}\) However, the growth of the food industry is inhibited by land expropriation, uncultivable soil, famine, and incipient pest resistance.\(^{35}\) Yet, utilisation of AI based technology can improve production and efficiency in the food value chain. In Kenya, FarmDrive uses mobile phones, data, and machine learning to offer farmers an alternative credit scoring platform,\(^{36}\) thus minimizing the USD 450 billion global agriculture financing gap that ‘prevents financial institutions from lending to creditworthy smallholder farmers.’\(^{37}\) Similarly, Vital Signs gathers and analyses pixels’ value and colour from satellite imagery data to predict rainfall and drought patterns.\(^{38}\) This guarantees farmers’ access to information needed to increase food productivity, guiding Africans toward sustainable food development and at the same time safeguarding nutritious and resilient livelihoods. Information and communication technology, through appropriate data is essential to ensuring food security in Africa. Vital Signs is able to synthesize data into significant insights for farmers and policy makers.\(^{39}\) Nigeria’s Zenvus uses machine learning to enhance farm yields and profits by not only advising farmers on when, how, and what to farm but also detecting outbreaks of diseases and
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pests allowing the farmers to act on time.\textsuperscript{40} Equally, South Africa’s Aerobotics uses aerial imagery from drones and AI to detect early pests and diseases.\textsuperscript{41}

2.1.4 Access to Capital

Most small and medium scale enterprises (SMEs) in Africa lack access to capital. Financial technology platforms such as Fintech have the ability to increase access to finances, and investment. Evidence supports the assertion that an increasing number of Africans are in need of more sophisticated banking services, with approximately 40\% of them preferring digital banking.\textsuperscript{42} In Nigeria, Kudi uses natural language processing and AI to improve peer-to-peer and peer-to-business money transfers thus making payments faster, more affordable, and reliable.\textsuperscript{43} A similar solution for Kenyans is M-PESA.\textsuperscript{44} Kenya also has Tala that uses AI to analyse individual’s Facebook and SMS data before disbursing a loan to customers without credit history.\textsuperscript{45}

The use of AI in the financial sector can also help shield financial institutions from risks, assess allocation of credit, detect fraud, and increase digital sales.\textsuperscript{46} Other areas include anti-money laundering alert investigations and decision making; monitoring the regulatory environment; assessing customer satisfaction; and calculation of risks and efficient reaction to market trends.\textsuperscript{47} Such AI solutions include Nigeria’s Scan to Pay App that was launched by Zenith Bank Plc,\textsuperscript{48} ALAT (which was the first fully digital bank in Africa) developed by Wema Bank Plc,\textsuperscript{49} South Africa’s Strider which provides a toolbox of platforms from which financial institutions can provide financial education and other services to prospective and existing clients.\textsuperscript{50}

\begin{flushleft}
\textsuperscript{43} ‘Providing affordable financial services’ (Kudi) <https://kudi.com> accessed 24 June 2021.
\textsuperscript{44} ‘M-PESA’ <https://www.safaricom.co.ke/personal/m-pesa> accessed 24 June 2021.
\textsuperscript{45} ‘Mobile Loans in Kenya directly from your Smartphone’ (TALA) <https://tala.co.ke> accessed 24 June 2021.
\textsuperscript{46} U Pretoria (n 22) 13.
\textsuperscript{47} U Pretoria (n 22) 14.
\textsuperscript{50} ‘Strider’ <https://stridertech.co.za> accessed 28 June 2021.
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However, the extent to which these AI enabled systems impact human rights in Africa has not been critically considered. The next section discusses the challenges and impact of AI on human rights in Africa.

2.2 Challenges and Impact of AI on Human Rights
The implementation of AI-centric solutions in several sectors of the market economy results in a more reliable, accessible, and effective service. In this section, we investigate the instances where some of these human rights infringements do occur, noting that AI’s ability to identify, categorize, and discriminate data amplifies the probability of human rights abuses.51

2.2.1 Right to equality and non-discrimination
By its nature, AI is tied to its ability to sort and filter data by ranking search results and classifying people into groups.52 In the process, AI treats different groups of people inversely.53 In certain instances, such difference in treatment results in positive consequences, especially when used in systems aimed at promoting diversity.54 However, in others, the use of AI solutions in sectors such as the criminal justice system have perpetuated injustice in judicial decision making such as sentencing, bail, and bond terms.55

The International Bill of Rights prohibit discrimination on any ground.56 The impact of such discrimination, especially on Africans, is twofold.57 First, discrimination by AI systems on an African generation may adversely impact on their health, economic opportunities, or wealth accumulation which consequently trickles down to the later generations. For example, AI solutions that prioritize factors like costs and profit over the wellbeing of the patient have the potential to recommend treatment based on the patient’s insurance policy or ability to pay for the medical services, a fact which may result in denial of medical care. These systems, if employed on one generation, may incapacitate the ability of that generation to take care of its offspring. Secondly, AI solutions in the education sector that are racially biased can limit the admission of most Africans (blacks) in white-dominated academic institutions. Similarly, racial discrimination

51 U Pretoria (n 22) 19.
52 U Pretoria (n 22) 24.
53 ibid.
54 ibid.
55 ibid.
in the labour market in relation to hiring and performance appraisals could limit the wage growth and promotion of most Africans.

2.2.2 Right to privacy and data protection
Surveillance systems limits citizens’ rights to privacy.\(^{58}\) Kenya’s Vital Signs and South Africa’s Aerobotics harvests data from satellite imagery. This technology can not only provide comprehensive data on an individual’s movements but also predict their future location.\(^ {59}\) The precision and invasive nature of these technologies can provide businesses operating in weak states the capability to stymie or impose constraints on human rights activists’ actions and movements.\(^{60}\)

Privacy is fundamental to human dignity\(^ {61}\) and is recognized under international human rights law.\(^ {62}\) These instruments safeguards citizens arbitrary or unlawful interference with anyone’s privacy, family, home, correspondence, or reputation.\(^ {63}\) The African Union Declaration of Principles on Freedom of Expression and Access to Information in Africa reinforces the people’s right to privacy, including the confidentiality of their communications and protection of their personal information or data.\(^ {64}\) Such protection is established by law in accordance with the principles of consent of the individual, fairness, autonomy in relation to their personal information, right to be notified of any unauthorised access to one’s information, and protection from harmful sharing of the personal information such as non-consensual sharing of intimate images of women and child pornography.\(^ {65}\) Equally, the Johannesburg Principles on National

\(^ {58}\) U Pretoria (n 22) 21.
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\(^ {61}\) UDHR art 12.


\(^ {63}\) See UDHR art 12; article 17 of ICCPR. See further, Charter of Fundamental Rights of the European Union, (adopted 7 December 2000, entered into force 1 December 2009) 2012/C 326/02 (CFR), art 7 confers upon everyone the right to respect his or her private and family life, home, and communications. With respect to data, Article 8 of CFR guarantees every European the right to have their personal data protected. Such data must be fairly processed for clearly stated objectives subject to the individual's consent or other legitimate basis founded on the law. The same proviso additionally allows everyone to access data which has been gathered concerning him or her, and an additional right to have such data rectified.


\(^ {65}\) ibid art 100.
Security, Freedom of Expression and Access to Information impose on States authoritative standards clarifying the legal scope of restrictions on freedom of expression on grounds of protecting national security, ensuring that they exercise proportionality in order to balance the achievement of the intended objective against the fundamental right to freedom of privacy and expression.

When not properly regulated, AI has the capability to mine and analyse big data sets which more often than not include personal data. The analysis of such data by AI systems may reveal individuals’ sensitive personal information such as gender, sexual orientation, and marital status, thus warranting advanced levels of protection. Even though such international instruments protect citizens privacy rights, recognition by countries, citizens’ rights to privacy, data protection and freedom of expression especially on social media have perennially been infringed upon by the complicity of businesses in cooperating with government to share data. For example, following Kenya’s 2007 post-election violence that claimed the lives of thousands, there were efforts to monitor political conversations online as a broader effort to curb hate speech. The Kenyan government engaged the services of Cambridge Analytica to access and analyse the data of millions of Kenyans on Facebook, Twitter, and Google in a bid to determine and manipulate their political views on the incumbent presidency. This confirmed that online radicalization can be propagated by a deliberate strategy of violating peoples’ online personal private data, misinformation, and manipulation by AI solutions in order to sway their political views in favour of an otherwise unpopular government.

2.2.3 Right to work, and adequate standard of living

The ICESCR mandates states to take steps to ensure everyone has the right to work. Such steps include technical and vocational guidance and training programmes; policies and techniques to
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achieve steady economic, social, and cultural development; and full and productive employment under conditions safeguarding fundamental political and economic freedoms to the individual.\textsuperscript{73} This right extends to an individual’s achievement of an adequate standard of living for himself and his family, including food, clothing, and housing, and to continuously improve his living conditions.\textsuperscript{74} It is noteworthy that this right is not an unconditional and absolute right encompassing the right be employed, however, it mandates states to take measures that are aimed at ensuring everyone is employed.\textsuperscript{75}

The role of AI solutions through automation in several industries could result in unprecedented amounts of job losses.\textsuperscript{76} For example, Fastbrick Robotics developed the Hadrian X, a robot that has the potential to lay off some workers since it lays 1,000 bricks in an hour, an amount that would take at least two bricklayers a day to complete.\textsuperscript{77} Similarly, Tally, a robot developed by Simbe Robotics in San Francisco, is a fully autonomous shelf auditing and analytics solution roaming supermarket aisles during regular business hours ensuring that there is adequate stock on the shelves and proper pricing.\textsuperscript{78} While there has been studies that examine the impact of AI on jobs in Africa, evidence suggests that automation could result in the loss of approximately 400 million to 800 million jobs by 2030.\textsuperscript{79} When jobs are lost to the automation process, income is also lost. Consequently, if automation indeed shifts the labour market to the negative, majority of people will struggle to attain adequate living standards. Furthermore, one common denominator among all the analysts is that AI will be a disruptive force, not only to the market economy but also to the society at large in the next five decades.\textsuperscript{80} By 2030, AI will enhance a country’s GDP by at least 10% due to product enhancements and gains.\textsuperscript{81} While projections show that countries in the Global North stand to benefit the most, African countries cumulatively records a staggering 5.6% GDP growth.

\textsuperscript{73} ibid.

\textsuperscript{74} ICESCR (n 56) art 11.

\textsuperscript{75} See General Comment No. 18: The Right to Work (Art. 6 of the Covenant), UN Committee on Economic, Social and Cultural Rights (CESCR) E/C.12/GC/18.
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\textsuperscript{80} Number of artificial intelligence (AI) professionals by country in 2017 (in 1,000s)’ (Statista) <https://www.statista.com/statistics/944319/ai-professionals-by-country/> accessed 25 June 2021.
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The data below shows the increasing impact of AI on job growth, with specific reference to African realities. In terms of AI human capacity, graph 1 below shows that while South Africa (the only African country in the top 15) has approximately 15,000 AI professionals as of 2017, the United States has about 850,000 AI professionals. Curiously, as indicated in graph 2, Africa is grouped abysmally under ‘Rest of the World’ with regards to countries impacted by AI by 2030.

Graph 1: Number of AI professionals by country in 2017 (in thousands)

![Graph 1: Number of AI professionals by country in 2017](image)

Source: Statista, Artificial Intelligence (AI)

Graph 2: Projections on the global impact of AI on GDP by 2030

![Graph 2: Projections on the global impact of AI on GDP by 2030](image)
2.2.4 Right to health
The ICESCR obligates States Parties to the Convention to take steps to ensure they fully realize the right of everyone to the enjoyment of the highest attainable standard of physical and mental health.\textsuperscript{82} AI systems have been heavily deployed in the healthcare to aid diagnoses of diseases, providing more patient treatment recommendations and making health services more accessible. However, AI also has some adverse implications on the right to health. These technologies have the potential to discriminate or be programmed in a way that they prioritise factors like costs and profit over the wellbeing of the patient.\textsuperscript{83} For instance, some AI solutions are designed to recommend treatment based on the patient’s insurance policy or ability to pay for the medical services, a fact which may result in denial of proper medical care due to their financial incapacitation. In addition, such AI solutions are not fully error-free. Thus, solutions like IBM’s Watson have the potential to misdiagnose and recommend wrong medication. In this instance, who (or what) can be held accountable for the wrong life and death decision making?

2.3 Prospects for a human rights-based AI deployment
Africa has an exceptional opportunity to leverage AI technologies for transformation and effectiveness.\textsuperscript{84} These technologies have the potential to optimize solutions to the challenges facing the continent. However, the utilization of AI in Africa impacts various sectors— such as

\textsuperscript{82} ICESCR art 12.

\textsuperscript{83} Andersen (n 13) 14.

education, health care, employment, and social life— and ultimately undermines or violates human rights. Navigating the complexities of the deployment of AI and their impacts on human rights in Africa requires a considered approach to prevent the use of AI as an instrument of social division, conquest, or violence. For example, disinformation and artificial misinformation has generated deep fakes, especially in conflict situations, and is used to subdue and monitor those involved in civil protests. China is developing facial recognition technology in Zimbabwe where individuals’ facial imagery is used by monitoring and facial recognition applications. Weak law enforcement, nascent democratic structures, ethnic and religious divisions, and governance challenges in Africa further complicates the potential of AI to severely impact human rights. AI technologies presents a unique opportunity for African government to leverage new technology as a tool for transformative democracy. To achieve this transformation, a common governance framework for AI in Africa will create a unified approach to developing AI that integrates human rights compliance into its mode of operations.

3. Regional Governance of Human Rights Implications of Artificial Intelligence: Lessons for Africa

It is unclear what Africa’s approach to AI is. Intra and inter-continental competition amongst African states on AI, has revealed that these technologies have the potential, to not only transform the world positively, but also violate human rights. This is due to the fact that their algorithms and other problematic mathematical tools are scalable, largely unregulated, incomprehensible and almost incontestable, thus amplifying the inherent biases and other violations on the rapidly growing African population. Consequently, it is important that a regional legislative instrument governing AI in Africa be enacted to limit the excesses of AI, especially with regards to human rights violations. We are of the considered view that African
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89 Several countries have AI-specific national initiatives. For example, Australia has its Australia’s Tech Future, 2025 Digital Transformation Strategy (Vision 2025) and Ethics Framework; Austria has AIM AT 2030: Artificial Intelligence Mission Austria 2030; Belgium has its AI 4 Belgium; Canada has a set of guiding principles to ensure effective and ethical AI, Canada’s Directive on Algorithmic Impact Assessment, and Canada’s Directive on Automated Decision-Making; China has its Guidance on Next Generation AI Development Plan and the Three-Year Action Plan for Promoting Development of a New Generation Artificial Intelligence Industry (2018-2020); Czech Republic has the National Artificial Intelligence Strategy of Czech Republic; France has the Strategy for a Meaningful Artificial Intelligence; Germany has its AI Made in Germany; India has the National Strategy for Artificial Intelligence; Singapore has its AI Singapore and the Digital Government Blueprint; and USA has the American AI Initiative and the National Artificial Intelligence Research and Development Strategic Plan 2019 Update.
leaders must synergize with key stakeholders in academic, private sector, and non-governmental institutions, to generate a continental blueprint that will guide the articulation of AI technologies in the continent. Existing instruments must be harmonized to facilitate sustainable development and growth on the continent. In developing proposals for reform in Africa, we examine the European Union (EU) and the Organization for Economic and Co-operation Development (OECD) framework on AI with the aim of drawing lessons for the African Union (AU).\textsuperscript{90} Hopefully, these lessons will inform the provisions of the proposed African regional framework on AI governance.

3.1 Governance of AI in the European Union

The EU approach to governance of AI and robotics deals with technological, ethical, legal, and socio-economic facets to create a Digital Single Market and enhance EU’s research and industrial ability.\textsuperscript{91} This approach is founded on three pillars. First, it strives to be ahead of technological developments in the competitive international landscape. This arose out of EU’s inability to generate private investments over a period of time. Consequently, in 2016, EU invested EUR 2.4 – 3.2 billion in AI, compared to Asia’s EUR 6.5 – 9.7 billion and North America’s EUR 12.1 – 18.6 billion in the same year.\textsuperscript{92} In order to compete globally, the region maximized the impact of investments at both regional and domestic levels, and encouraged synergies and cooperation across the region. To boost research and innovation, EU increased its annual investments significantly between 2018-2020.\textsuperscript{93} The investment is designed to develop platforms that will provide access to AI resources for all users in the region. Second, the goal of these platforms is to promote socio-economic objectives such as business-education partnerships aimed at attracting and retaining more AI talent within the EU; training and retraining schemes for professionals in the AI field, including those with disabilities; and supporting digital skills and competence.\textsuperscript{94} Third, in order to build trust among its citizens, the EU created an appropriate ethical and legal framework such as: General Data Protection Regulation,\textsuperscript{95} and the Ethics

\textsuperscript{90} Other than the EU and OECD, other international AI initiatives include the G20 AI principles adopted during the G20 Ministerial Meeting on Trade and Digital Economy in June 2019; the Nordic-Baltic region has the Declaration on Artificial Intelligence in the Nordic-Baltic Region that was issued in 2018 and adhered to by Denmark, Estonia, Finland, the Faroe Islands, Iceland, Latvia, Lithuania, Norway, Sweden and Aland Islands; the Report of COMEST on Robotics Ethics issued by the UNESCO-World Commission on the Ethics of Scientific Knowledge and Technology in September 2017; and the Centre for AI and Robotics in Hague established by the United Nations Interregional Crime and Justice Research Institute and the Government of Netherlands in September 2017.


\textsuperscript{93} ibid.

Guidelines for Trustworthy AI.\(^9^6\) These Guidelines forms the basis for our argument on a human rights based approach to AI in Africa. The Guidelines define ‘Trustworthy AI’ as that which is lawful, ethical, and robust in both technical and social perspectives.\(^9^7\) In upholding a fundamental rights-based approach to AI, the Guidelines contain certain fundamental rights such as human dignity, rule of law, equality, and non-discrimination. Such Guidelines to be replicated in Africa, will need to include respect for human autonomy, and prevention of harm.\(^9^8\) Certainly, these Guidelines require an autonomous agency or oversight to ensure its effectively. To ensure such an instrument works effectively in Africa, the AU must create a human agency and oversight body that will ensure the safety of privacy and data governance, transparency, societal and environmental wellbeing, and accountability.\(^9^9\) Consequently, a practical implementation of the human-centric approach to AI will be achieved.\(^1^0^0\)

3.2 Governance of AI in the Organization for Economic Co-operation and Development (OECD)

The OECD has created robust, human rights based, and innovative AI principles – 2019 OECD Council Recommendation on Artificial Intelligence.\(^1^0^1\) These Principles adopt the notion that AI must be utilized sustainably, in a manner that benefits the people and planet, and is at the same time anchored on human-centred values. This will, however, require AI to be designed in a way that respects the rule of law, diversity, human rights, and democratic principles. To achieve the
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foregoing, it is important that the principles accomplish the resultant benefit of transparency whereby citizens can comprehend and challenge AI outcomes.\textsuperscript{102}

The Recommendation also advised its adherents to implement several suggestions, in tandem with the above principles, in their domestic policies and international co-operation, channeling special focus on Small and Medium Sized firms. Though voluntary, the rationale for developing the Recommendation was that AI has the potential of improving the general well-being of the people, enhance productivity, and effectively react to global challenges such as climate change.\textsuperscript{103} However, beneath the underlying benefits are the implications AI-enabled solutions have on the society and economies, notably concerning human rights and democracy, economic changes and inequalities, and impacts on the labour market.\textsuperscript{104} This is significantly important for an African discourse and argument in this paper to create regulations on AI. The need for a balance necessitates a stable policy environment, especially at the regional level, to cultivate trust and embrace AI in the society with the underlying aim of promoting a human-centred approach to the development of AI. To create the balance, the utilization of AI within the African continent should consider the need for AI systems being human centred. Accordingly, the solutions should be designed in a way that they respect the rule of law, democratic principles, and human rights. Equally, the solutions should be transparent, coupled with responsible disclosure in a bid to ensure people can comprehend and challenge AI-based outcomes. Additionally, the entities deploying, or operating AI systems must be accountable to the society for their proper functioning. These are the fundamental principles upon which governance of AI under the OECD is anchored. What lessons can Africa learn from the OECD experience? The next section discusses these approaches and implications of an AI architecture in Africa.

3.3 Governance of AI in Africa

The governance of AI in Europe is anchored on fundamental rights and liberties. Both the EU and OECD emphasizes the need to promote trust and embrace AI in an ethical manner with the aim of promoting the rights of individuals. This is instructive for Africa.

In Africa, the internet or social media platforms could be used as tools of mass surveillance and infringement on the right to privacy in the digital environment.\textsuperscript{105} Thus, the Declaration on Internet Governance and Development of Africa’s Digital Economy, (the Declaration), recognizes that the internet is a dynamic force for economic, social, and cultural development.\textsuperscript{106} Yet, it does not encourage, facilitate, or promote the respect of fundamental values and rights of individuals. Furthermore, the Declaration recommends the guarantee of an effective legal and
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regulatory environments suitable for the growth of Africa’s digital economy through innovative applications and services.\textsuperscript{107} Although this Declaration broadly covers the internet, much like the EU approach, the provisions under the Declaration are instructive for promoting rights-based approach to AI in Africa. Therefore, considering its voluntary nature, and given the massive infringement of the people’s rights in the field of internet and AI, it is imperative that a regulatory framework be put in place in Africa to protect peoples’ data, both online and offline – this is a significant lesson from the EU approach.

The AU Convention on Cyber Security and Personal Data Protection governs three major components: electronic transactions; personal data protection; and promoting cyber security and combating cybercrime.\textsuperscript{108} However, AI protection goes beyond infringement of personal data. For example, AI poses other societal problems such as trust and confidence in AI-enabled solutions among citizens, adequate and effective grievance mechanisms. This necessitates the urgent need for a comprehensive African AI-specific legal and regulatory framework that is human rights based. However, unlike the EU, Africa suffers from weak enforcement capabilities and corruption. This creates a challenge for enforcement of AI-centric solutions anchored on fundamental rights and liberties. The UNGPs on Business and Human Rights obliges states to enforce laws that are aimed at requiring business enterprises to respect human rights. Failure to enforce such laws, which include privacy and anti-bribery laws, is deemed a substantial legal gap in state practice.\textsuperscript{109} Thus, the need for a coherent AI-specific African framework that will govern AI systems and solutions.\textsuperscript{110}

3.3.1 Usage and Deployment of AI in Africa

It is important to note that the challenges AI pose to human rights are discussed in the context of state and private actors. The AU Framework should institute very high standards on the deployment of AI and algorithmic decision-making systems within the public and private sector. These standards must be designed around mandatory human rights impact assessment and have an open, transparent, and competitive procurement standard.\textsuperscript{111} The mandatory human rights impact assessment will identify human rights risks prior to acquisition and through its life cycle. Such assessment should include audits by independent experts; measures to mitigate existing and
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potential risks; plan to terminate usage or acquisition if it is discovered that there is the probability of extremely adverse implications on human rights.

The AU Framework should also ensure that transparency of an AI system’s purpose and usage does not unnecessarily infringe on the developer’s intellectual property rights. To achieve this, there must be the requirement for regular reports by the government on where and how they use AI and allowing independent audits of systems. The Framework must also avoid ‘black box systems’ that is, using AI systems only when they can comprehend how they work. The essence of this Framework is to have accountability mechanisms in place safeguarding the sustainable utilization of AI.

Private companies that provide AI solutions have a responsibility to respect human rights and should always take appropriate measures at meeting this goal. The AU Framework must mandate corporate entities to conduct due diligence on the human rights implications of acquisition, usage, or deployment of AI systems including identifying both direct and indirect harm; conduct relevant stakeholder consultations; human rights impact assessment by both the private and public sector if the AI system is to be used by a public entity. Corporate actors have to adopt measures that prevent, mitigate or prohibit AI adverse impacts. Such measures will generally include complying with diversity and inclusion of expertise rules to avoid input bias by design and conduct continuous assessments on the AI systems to identify and mitigate existing and potential threats to human rights.

Considering the egregious nature of corporate conduct in Africa, additional mandatory internal accountability mechanisms for the functioning of AI systems must be required of MNCs. These mechanisms will guarantee that companies are held accountable for the development of AI systems; establish clear and realistic processes by which aggrieved persons can submit their complaints and seek timely redress for any corporate induced human rights violations, delineate responsibility and accountability between the AI vendor and client, and establish the vendor’s duty to inform the client of the potential human rights risks of an AI system and train the client on how to mitigate such risks.

3.3.2 Access to effective remedies

An effective approach in establishing a framework for the regulation of AI must consider how technology supports access to remedies, such as increasing workers voice, reducing income inequality, and improving communication and information. While these technologies offer numerous value-added outcomes for businesses, such as information on workers and customers experiences, the basis for adapting should be to provide action-oriented information to accelerate access to remedy for victims of human rights violations. The fundamental question is who provides the remedy when a machine-created algorithm discriminates against people, restrict freedom of expression, or when automation leads to mass displacement of labor.112 The Framework must contain provisions mandating African states to have within their territories effective domestic judicial mechanisms that can adjudicate on exploitations arising from the use of AI.113 Such mechanisms must extend beyond reduction of legal, practical and other relevant
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barriers that could impede access to remedy. Businesses must design operational-level grievance mechanism for their workers to ensure that victims have recourse to remedy resulting from decisions made by machines and algorithms, not humans. These mechanisms must be effective and easily accessible upon complaint by an aggrieved party, while also guaranteeing enforcement of Regulations and company policies.\textsuperscript{114}

4. Conclusion
Human rights compliance is fundamental to positive utilization of AI technologies in regions such as Africa. In situations where deployment of AI results in negative consequences, a regional framework anchored on human rights systems will curtail the excessive tendencies of state to maliciously operationalize AI. Thus, African states must strengthen their core duty to protect human rights by collaborating with academic institutions in providing human centred AI solutions. A human rights approach to AI must be integrated in school curriculum, business models, and product designs. Where the risk of negative human rights impact is greater than the positives of the AI solution, such solution must be disabled or prevented from being fully operational by the state. Providers of AI technologies must be able to conduct human rights impact assessment and corporate due diligence on their solutions to ensure that human rights concerns are addressed and mitigated.

Certainly, AI has facilitated African’s access to education, health, public service, finance, transportation amongst others. That notwithstanding, AI has (and continues to) infringe on citizens’ rights to freedoms of expression, movement, equality, non-discrimination, health, work, adequate standard of living, and democratic values. A protective mechanism to curtail the excessive disruption of AI, with particular reference to human rights implications is essential in Africa. Furthermore, a governance architecture for AI in Africa will generate a uniform and shared value approach to developing AI that considers the importance of fundamental rights and liberties in its operational framework. Such mechanisms guarantee trust and confidence in the AI systems. A legal instrument at the AU level which identifies opportunities and unpack solutions on how to mitigate the dangers of AI is pertinent to the sustainable utilization of these technologies in the continent. This will safeguard African citizens’ access to better healthcare, education, and transportation. It will also further protect the integrity of the internet, prevent belligerent action by non-state actors, and the wanton disregard of citizens lives and right to participate in peaceful protest, amongst other rights and liberties.

\textsuperscript{113} DIGDADE (n 105) Principle 26.

\textsuperscript{114} ibid Principle 30.