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ABSTRACT
This paper investigates within and between session variability using a subset of 60 British English male speakers from the WYRED project. Three separate speaking tasks were compared using extracted i-vector PLDA scores within iVOCALISE. Different speaker pairs from contemporaneous (within-session) recordings and non-contemporaneous (between-session) recordings were tested. A within-session, between-task comparison was also performed in order to consider variation in speech style in addition to non-contemporaneity. EER and C_lr values indicate that non-contemporaneity is not the only factor which needs to be taken into account when conducting phonetic analysis or evaluating speaker comparison systems, as speech style also seems to play an important role. Further analysis supports the requirement for (forensic/socio-) phoneticians to sample data from the entirety of a recording, especially if the nature of the speech elicitation may change during the task, as the degree of variability is dependent on which portion of the sound file is sampled.
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1. INTRODUCTION
It is well known that voices are highly plastic, and variability in a person’s speech can be caused by a number of factors (e.g. interlocutor, style, topic, health, time of day, etc.). For this reason, the best way to capture variability in speech is often to collect data from multiple sessions via tasks that elicit a range of speech styles. Despite this, phonetic, sociolinguistic, and forensic speech science research often involves analysis using data from only a single speaking task. Furthermore, the data used for analysis is sometimes only extracted from a sub-section of a recording (e.g. the beginning or middle). Consequently, the extent to which speakers vary within tasks, within recording sessions, and across recording sessions is not fully understood. This motivates the need for empirical testing of the levels of intra-speaker variability that exist within and between tasks, made over different recording sessions.

A recent study compared a range of data collection methodologies with sociolinguistic variation in mind, and reflected on the usefulness of analysing large volumes of data containing stylistic variability when using controlled and replicable laboratory recordings [3]. If laboratory recordings included data from the same speaker recorded over separate sessions, stylistic variability between and within sessions could be examined.

The importance of using between-session recordings has been highlighted as a factor that can hinder speaker recognition ability [15] and therefore provides a significant concern to forensic speech scientists, due to the inherent variability present [8, 13, 14]. Automatic speaker recognition (ASR) systems are being used more and more frequently in casework around the world [9]. For this reason, it is crucial that the performance of these systems are tested under experimental conditions, using forensically relevant data. A variety of both acoustic-phonetic and ASR systems were found to overestimate the validity and reliability of results when only within-session data was considered [8] and results degraded in ASR systems when using between-session recordings [17]. The ASR studies involved the use of Gaussian Mixture Model - Universal Background Model (GMM-UBM) approach and Mel Frequency Cepstral Coefficients (MFCCs). One recent study focussing on the effect of speaking style on between-session recordings, compared MFCCs using state-of-the-art i-vector probabilistic linear discriminant analysis (PLDA) [12]. The study modified recordings to make them more forensically realistic. Results indicated that mismatched data had a negligible effect on system performance. However, this contrasts with the findings of another recent study [18] that tested how well LTF0 performs, using a likelihood ratio framework, under both matched and mismatched conditions in terms of speech style. They found that the strength of forensic speaker recognition evidence was weaker under mismatched conditions than the matched conditions.

The focus of this paper is to review the relative speaker discriminatory performance of contemporaneous (within-session) and non-contemporaneous (between-session) comparisons using data from the West Yorkshire Regional English
Database (WYRED) [10]. Using iVOCALISE [1], levels of intra- and inter-speaker variation are extracted in order to quantify the strength of the evidence with respect to the competing same-speaker and different-speaker hypotheses. When levels of intra-speaker variation are low, and inter-speaker variability is high, the system is expected to perform well. When the system performs perfectly, all same speaker and different speaker pairs are correctly identified. By using contemporaneous and non-contemporaneous data, it is possible to evaluate to what degree non-contemporaneity causes intra-speaker variation to increase.

The inclusion of data from the WYRED project allows for the analysis of a large volume of studio quality recordings, from a carefully stratified population, over three distinct spontaneous speaking tasks. This enables three within-task comparisons, two within-session between-task comparisons (recorded on the same day), and four between-session comparisons recorded at least six days apart. This multi-file analysis allows for exploration of variability in stylistic differences that may be present within the separate laboratory recorded tasks.

2. METHODOLOGY

2.1. Data

WYRED is the largest forensically-relevant database of British English speech. In total, 180 participants were recorded undertaking four style-controlled tasks. The current study includes a subset of 60 speakers equally divided across three boroughs within West Yorkshire (Northern England): Bradford, Kirklees, and Wakefield. All speakers are native British monolingual males, aged 18-30, who grew up and went to school in West Yorkshire.

2.2. Recording sessions

Recordings were carried out over two separate sessions. Participants recorded the first two tasks on their initial visit, and recorded the final two tasks in their second visit. Session 1 and 2 were recorded a minimum of six days apart for all participants, but due to limitations in recruitment and participant availability some participants attended their second session up to 104 days later. The average length between Session 1 and Session 2 was 17.3 days. The tasks within Session 1 were adaptations of the first two tasks used in the DyViS database [16]. The first task in Session 2 was a paired conversation using adapted topic prompt cards [19] and the second was an experimental task where the participant left an answerphone message. Further details on the tasks are provided in [10].

2.3. Recording set-up

The database was recorded in a purpose-built sound booth. High quality recordings were made using a Sennheiser HSP 4 omnidirectional headband microphone and recorded onto a Marantz PMD661 MKII Handheld Solid State Recorder in PCM WAV format (44.1kHz, 16 bit). Only studio quality recordings were used in this investigation.

It is important to note that similar studies examining the effect of speaker style on non-contemporaneous recordings have attempted to replicate a realistic forensic case comparison by simulating extrinsic conditions that may be found [12]. However, the current study seeks to examine results from a controlled baseline to review non-contemporaneity and mismatched speech styles using high quality studio data.

2.4. Preparation of files

Prior to analysis, the original sound files for all 60 speakers were manually edited to remove any interlocutor speech and background noises (e.g. coughs, sneezes, fidgeting noises) within Praat [4]. This reduced the length of the files that were used for this investigation. Each task was subsequently divided into two halves. The two halves were necessary to carry out within-task comparisons, as well as increasing the overall number of comparisons within and between session recordings. We split task files in half to capture the level of variation present within each recording.

A decision was made to exclude the WYRED Task 4 recordings in this study as the resulting files were considered to have an insufficient amount of net speech (min length: 31s, max length: 93s, average length: 63s). As speaker recognition performance can be highly influenced by file length [11], the durational difference between Task 4 and the other three tasks was considered too great. Table 1 provides a summary of the minimum, maximum and average file length of recordings used in this study, after being edited and divided in half.

<table>
<thead>
<tr>
<th>Task</th>
<th>Min (sec)</th>
<th>Max (sec)</th>
<th>Avg (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Mock Police Interview</td>
<td>137</td>
<td>668</td>
<td>301</td>
</tr>
<tr>
<td>2. Accomplice Call</td>
<td>277</td>
<td>499</td>
<td>373</td>
</tr>
<tr>
<td>Session 2:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Paired Conversation</td>
<td>62</td>
<td>470</td>
<td>235</td>
</tr>
</tbody>
</table>

Table 1: Amount of net speech per task
2.5. Forensic speaker comparison system

Forensic speaker comparisons were performed using iVOCALISE [1]. Using the classifier framework of i-vector – PLDA [6, 7], MFCCs were obtained for all speaker files. Default settings were used: 13 MFCCs extracted, Delta features selected, 24 Filter banks, Channel Normalisation: Mean Subtraction, 1024 Gaussians, and 10 Train Cycles.

Nine multi-file comparisons were performed using pre-trained models within iVOCALISE as a reference sample and results were calibrated using a reference normalisation subset of 60 different (non-test), studio quality WYRED speakers. This created matrices of i-vector PLDA scores which were then cross-validated using Bio-Metrics [2], in order to calculate Equal Error Rate (EER) and Log-Likelihood Ratio Cost ($C_{llr}$) results [5].

3. RESULTS

Nine comparisons were performed: three within-task, two within-session across separate tasks, and four between-sessions. Figure 1 shows the system performance in each iteration, evaluated in terms of validity using $C_{llr}$ and EER (the higher the values the poorer the system performance). The axes have been foreshortened in order to visualise the small scores.

3.1. Within-task results

Figure 1 shows that all three of the contemporaneous comparisons, comparing the two halves (P1, P2) of Tasks 1, 2 and 3, respectively, resulted in a EER of 0% and a $C_{llr}$ value of <0.001. This means that all same speaker pairs and different speaker pairs were correctly identified, signalling that there were greater levels of inter-speaker variation than intra-speaker variation within the individual tasks. These results are not considered to be surprising when taking into account the fact that they were obtained using samples that matched in terms of technical quality (they were all high quality studio recordings containing little to no background noise), and were obtained using a state-of-the-art i-vector framework [6, 7].

It should be noted here that the specific EER and $C_{llr}$ values obtained are not the focus, as we are not testing how well the i-vector framework works in general; rather, it is the relative system performance in the subsequent comparisons that we are interested in, as these will demonstrate the effect of using mismatched data in terms of task and non-contemporaneity.

3.2. Within-session, between-task results

Within-session, between-task results were initially obtained by comparing the first half of Task 1 with the first half of Task 2. The recording tasks in the first WYRED recording session were completed one after the other, with a gap of approximately five minutes between them while instructions were provided for Task 2. The set-up remained the same, in that the participant remained in the same seat wearing a

![Figure 1. Multi-file comparisons of performance of all iterations based on EER and $C_{llr}$ values](image)
and $C_{llr}$ values increase slightly. This may be the
result of differences in speech style elicited between
Tasks 1 and 2. However, the EER and $C_{llr}$ values remained
relatively low. Levels of intra-speaker variation
between-tasks are greater than those within-tasks,
however, levels of inter-speaker variation still allow
for the correct identification of same and different
speaker pairs in the most comparisons.

3.3. Between-session results

Four between-session comparisons were made,
comparing the halves of Task 1 and Task 3, and then
Task 2 and Task 3. The comparisons resulted in the
first half of the tasks performing better than the
second half, but Task 2 compared with Task 3
produced the highest values of both EER and $C_{llr}$.

3.3.1. Task 1 vs. Task 3

Task 1 and Task 3 were recorded at least six days
apart, but were recorded in the same sound booth,
using the same equipment, and involved face-to-face
interactions. The style of recording varied as Task 1
involved a high number of closed questions that could
be answered by referring to a map task in front of
them. Task 3 began using prompt cards with open
dended questions. Participants in Task 3 were all male,
from the same boroughs, and often similar postcodes.
The speech style was informal, often contained
laughter, and sometimes included mimicked speech.

The $C_{llr}$ and EER values of the first half of Task 1
and Task 3 are relatively comparable with the
comparison of first half of Task 1 and Task 2 with
EER <0.05% and $C_{llr}$ <0.05. However, when the
second half of Task 1 and Task 3 were compared, the
$C_{llr}$ value remained stable but the EER value notably
increased. This may reflect the unscripted nature and
inherent variation present in Task 3, as participants
relaxed and used prompt cards less frequently in the
latter half of the recording. Furthermore, the length
and content of speech in Task 3 per participant was
less controlled than Task 1, lending more potential
variation between speakers. The levels of intra-
speaker variation increased between-sessions to a
greater extent in the second half of the tasks.

3.3.2. Task 2 vs. Task 3

Both comparisons of Task 2 and Task 3 yielded
higher EER and $C_{llr}$ values than any other comparison,
indicating the greatest values of intra-speaker variation.
The higher overall values could reflect that the variation
in between-session recordings are emphasised when speech style differs.
In Task 2 the speaker is in isolation using a telephone
rather than participating in a face-to-face interaction.

The comparison of the second half of the
recordings follow a similar pattern to Task 1 versus
Task 3, as the EER degrades in the latter part of both
tasks. This emphasises the importance of sampling
throughout the entirety of a recording to reflect the
variation found within a single speech sample.

4. DISCUSSION

It should be noted that there are limitations within the
dataset used for this investigation. The length of
recordings was not controlled, and this could have
had an impact on the performance of the system [11].
Although Task 4 was omitted from the study due to
its extremely short length and limited data, the other
tasks varied in length, per speaker, and between tasks.
The focus of this study was in the relative
performance of the high-quality studio recordings
between and within sessions.

5. CONCLUSION

This paper has highlighted the variation that occurs
within a recording session, between two separate
tasks, and across recording sessions that were
recorded on different days. Furthermore, the extent to
which the comparison results vary is dependent upon
which portion of the recording has been chosen for
analysis. The results have been found to degrade
when the second half of the recordings were
compared. This is especially apparent when the
nature of the task elicits stylistically varied speech
due to its unscripted nature. As speaking styles differ,
the level of variation in speech appears to increase.
The influence of speech style is emphasised further
when comparing non-contemporaneous recordings.

In order to more accurately reflect forensic
speaker comparison cases, future research would
benefit by controlling for file lengths, the amount of
data present, and introducing extrinsic factors such as
channel mismatch. However, it is important that
speaking style is not overlooked as a factor. It is also
important for phonetic and sociophonetic research
that the data analysed from a task or across tasks is
sampled over the entirety of a recording, and not
limited to a specific selection of the task, in order to
get a better overall picture of a speaker’s voice.
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